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The work proposed an optimization approach for structural sensor placement to improve the

performance of vibro-acoustic virtual sensor for active noise control applications. The vibro-

acoustic virtual sensor was designed to estimate the interior sound pressure of an acoustic-

structural coupled enclosure using structural sensors. A spectral-spatial performance metric was

proposed, which was used to quantify the averaged structural sensor output energy of a vibro-

acoustic system excited by a spatially varying point source. It was shown that (i) the overall

virtual sensing error energy was contributed additively by the modal virtual sensing error and

the measurement noise energy; (ii) each of the modal virtual sensing error system was contrib-

uted by both the modal observability levels for the structural sensing and the target acoustic

virtual sensing; and further (iii) the strength of each modal observability level was influenced

by the modal coupling and resonance frequencies of the associated uncoupled structural/cavity

modes. An optimal design of structural sensor placement was proposed to achieve sufficiently

high modal observability levels for certain important panel- and cavity-controlled modes.

Numerical analysis on a panel-cavity system demonstrated the importance of structural sensor

placement on virtual sensing and active noise control performance, particularly for cavity-

controlled modes. VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3552873]

PACS number(s): 43.55.Jz, 43.60.Bf, 43.40.Rj [NX] Pages: 1991–2004

I. INTRODUCTION

In controlling the interior sound field of an enclosure, an

active local control strategy can be used together with error
sensors located at a certain location to create a zone of quiet,
in which the noise level is considerably reduced. The error

sensors can be microphones or other acoustic sensors which

measure local acoustic quantities to be minimized by active

control algorithms (Elliott, 2001). In practice, it may not

always be possible or convenient to place sensors at the tar-

get location for noise control. In this case, the active control

strategy can utilize an acoustic virtual sensor, whose pur-

pose is to estimate local acoustic quantities using real/physi-

cal acoustic sensors at a remote location.

Moreau et al. (2008) reviewed various acoustic virtual

sensing methods that were proposed by a number of

researchers, e.g., the virtual microphone technique (Elliott

and David, 1992), the remote microphone technique (Popo-

vich, 1997; Roure and Albarrazin, 1999), the forward differ-
ence prediction and adaptive LMS techniques (Cazzolato,

1999, 2002), the Kalman filtering technique (Petersen et al.,
2008), and the virtual sensing technique for a diffused sound

field (Moreau et al., 2009). A number of theoretical and ex-

perimental studies, such as for active headrest applications

(e.g., Rafaely et al., 1999; Pawelczyk, 2003), have

demonstrated successful active control implementations for

creating a zone of quiet at the virtual sensor location.

Such an acoustic virtual sensor can be used for active

control of interior sound field of an acoustic-structural

coupled enclosure. However, albeit at different locations,

real/physical acoustic sensors are still needed to be placed

within the enclosure. The possibly large sensors and their

wiring may be detrimental to the esthetics of the interior. In

contrast, compact structural sensors, attached to flexible

sides or panels, can be used as a virtual sensor which keeps

the interior “clean” from sensors and wiring. For this pur-

pose, a vibro-acoustic virtual sensor was proposed by Halim

et al. (2011), which allowed active control of local interior

sound field using only structural sensors. This vibro-acoustic

virtual sensor is different from spatial or modal filters that

use discrete or distributed structural sensors (e.g., Snyder

and Tanaka, 1993; Cazzolato, 1999; Smith and Clark, 2001;

Hill et al., 2009). Such spatial/modal sensors have potential

sensing limitations due to “leakage” because of discrete spa-

tial sampling or imperfections of distributed sensor patterns

(Cazzolato, 1999).

Halim et al. (2011) pointed out the importance of struc-

tural sensor placement for the vibro-acoustic virtual sensing

performance. The structural sensor placement is important

because the path for sensing the interior sound field, excited

by an interior acoustic source, is only through the acoustic-

structural coupling (Cheng, 1994). This coupling is generally

weak for a practical vibro-acoustic enclosure which consists

of relatively stiff panels for load-carrying purposes. If a

structural sensor was placed at a location where important

cavity-controlled modes were not observed well, the virtual

sensing performance would be degraded regardless of how

the virtual sensor filter was designed. However, finding the
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“best” structural sensor location for a vibro-acoustic system

is not a straightforward process since interactions among

multiple vibration and acoustic modes must be taken into

account. Such a problem provides the motivation of the cur-

rent work in structural sensor placement. The aims of the

work are thus: (i) to investigate how the structural sensor

placement can affect the virtual sensing accuracy; (ii) to pro-

pose a systematic framework for optimization of structural

sensor placement to improve the virtual sensing and active

control performances.

The structure of the paper is organized as follows: Sec.

II presents the modal model of an acoustic-structural coupled

enclosure, with the focus on a rectangular panel-cavity sys-

tem. Section III proposes an optimization framework for

structural sensor placement with a hope for improving the

vibro-acoustic virtual sensor performance. Section IV pro-

vides a numerical analysis of structural sensor placement on

a coupled panel-cavity system, including its effects on vir-

tual sensing and active control performances. The work is

concluded in Sec. V.

II. MODEL OF VIBRO-ACOUSTIC ENCLOSURES

Here, the dynamic model of vibro-acoustic enclosures

with acoustic-structural coupling was considered. As a

benchmark, a rectangular panel-cavity system in an x-y-z
Cartesian coordinate system was used as a representative

vibro-acoustic system, as shown in Fig. 1. More complex

systems can also be incorporated based on modal properties

that are estimated from numerical models or experimental

system identification methods. For the current configuration,

the following partial differential equations apply (Fahy,

1985; Cheng and Nicolas, 1992),

r2pðx; y; z; tÞ � 1

c2
€pðx; y; z; tÞ

¼ �q _qþ 2q€wðx; y; tÞdðz� z0Þ; (1)

Dr4wðx;y;tÞþm €wðx;y;tÞ ¼ f ðtÞdðx�xf Þdðy�yf Þ
þpðx;y;z0;tÞ; (2)

where the flexible panel was located along z¼ z0. Here, p
is the interior sound pressure at location (x, y, z); q is the

acoustic source volume velocity per unit volume; w is

the transverse panel displacement at location (x, y); c is the

speed of sound in the fluid; q is the fluid density; m is the

panel mass per unit area; f is the external point force

applied at location (xf, yf); d(�) is the Dirac delta function;

and D¼Ed3=12(1 – v2) is the panel stiffness with E, d,

and v being the panel’s Young’s modulus, thickness, and

Poisson’s ratio, respectively. Operators ( ) and ( ), respec-

tively, represent the first and second derivatives with

respect to time.

The equations were solved using the modal decomposi-

tion method (Fahy, 1985), incorporating the normalized in-
vacuo panel eigen-functions un(x, y) for panel mode n, and

rigid-walled cavity eigen-functions wh(x, y, z) for cavity

mode h, and

vðx; y; tÞ ¼
X1
n¼1

unðx; yÞ _wnðtÞ; (3)

pðx; y; z; tÞ ¼ �q
X1
h¼1

whðx; y; zÞ _/hðtÞ; (4)

Chn ¼
ð

s

whðx; y; z0Þunðx; yÞdS; (5)

where wn is the modal transverse displacement of panel; uh

is the modal acoustic velocity potential; v is the panel normal

vibration velocity; S is the area of the panel; and Chn is the

modal fluid-structural coupling coefficient.

The orthogonality properties of eigen-functions are used

to decompose the partial differential equations into a set of

ordinary differential equations [see Fahy (1985) for details],

a2
nwnðtÞ þ 2fnan _wnðtÞ þ €wnðtÞ ¼

fnðtÞ
m
� q

m

X1
h¼1

Chn
_/hðtÞ; (6)

b2
h/hðtÞ þ 2nhbh

_/hðtÞ þ €/hðtÞ

¼ c2
X1
n¼1

Chn _wðtÞ � c2whðxs; ys; zsÞqðtÞ; (7)

where fn, an, and bh are the modal force, natural frequencies

of in-vacuo panel and rigid-walled cavity modes, respec-

tively. The proportional damping for the uncoupled panel

and cavity modes, fn and nh, respectively, are incorporated

and (xs, ys, zs) denotes the location of the acoustic volume

velocity in the cavity.

III. OPTIMIZATION OF STRUCTURAL SENSOR
PLACEMENT

In practical applications, the panel structure of a coupled

panel-cavity system generally has a considerable rigidity for

load-carrying purposes and the fluid loading is low, and hence

its fluid-structural coupling is generally weak (Pan and Bies,

1990; Cheng, 1994). This situation poses certain challenges in

designing virtual sensors for acoustic sensing using structural

FIG. 1. (Color online) A rectangular panel-cavity system with a structural

sensor attached on the flexible panel and an acoustic virtual sensor inside

the cavity.
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sensors. Under such a circumstance, optimal placement of

structural sensors can be critical in determining a virtual sens-

ing performance. One of the challenges in this aspect is that

the sound pressure dominated by cavity-controlled modes can

only be sensed through the fluid-structural coupling by struc-

tural sensors. Those modes can be strongly excited under an

acoustic excitation. The question is how structural sensors can

be strategically placed so as to improve its sensing ability for

detecting those modes. To answer it, we proposed an optimi-

zation algorithm for sensor placement that is based on modal

observability levels of the cavity- and panel-controlled modes.

A. Sensing cavity-controlled modes

The interior sound pressure response is affected by the

spatial nature of acoustic or structural excitation/disturbance.

For certain disturbance, some acoustic-structural coupled

modes might be strongly excited while others might not. The

spatial dependence complicates the task of obtaining a gen-

eral performance metric since in many cases, the disturbance

location is unknown. To deal with such a case, one can con-

sider the use of a spatially varied acoustic source as a dis-

turbance and investigate the structural sensor output to

evaluate how “sensitive” the sensor is, at a particular loca-

tion, in detecting such a disturbance. Such a principle can

also be applied for analyzing the effect of spatially varied

structural source disturbance to an acoustic sensor inside the

cavity thanks to the reciprocity principle.

To do such a task, a sort of performance metric, able to

capture the spatially varying characteristic of the disturb-

ance, is required. It is convenient to utilize the spatial H2

norm metric that quantifies the spatially averaged output sig-

nal energy, y, of a spatially distributed system under the ex-

citation of a white-noise input (Moheimani et al., 1999),

hhyii22 ¼
ð1

0

ð
C

yðt; rÞTyðt; rÞdr dx; (8)

where r [C is the spatial parameter over the set C of all pos-

sible spatial locations, t is the temporal parameter, and x
denotes frequency.

In the frequency domain, the weighted spatial H2 norm

can be calculated from the stable spatially distributed sys-

tem, G(x, r) (Moheimani et al., 1999),

hhGðx; rÞii22 ¼
1

2p

ð1
�1

ð
c

trace

� fGðx; rÞ�QðrÞGðx; rÞgdr dx; (9)

where Q(r) is the spatial weighting function used to empha-

size the spatial region of interest.

1. Structural sensor performance for observing
cavity-controlled modes

The ability of the structural sensor to observe cavity-

controlled modes is investigated. Let the general structural

sensor response, yp, be expressed by

ypðt; rpÞ ¼
X1
n¼1

fk1nðrpÞwnðtÞ þ k2nðrpÞ _wnðtÞg; (10)

where k1n and k2n are the two structural sensor gains relative to

panel modal displacement and velocity and are dependent on

the sensor spatial location rp[C. In this particular case, C is

the set of all possible sensor locations over the panel area. In its

most general form, the structural sensor response is a function

of sensor spatially varying location, property, and shape, such

as those that may be encountered for piezoelectric-based sen-

sors. From the definition of the H2 norm (Zhou et al., 1996),

the H2 norm of system with multiple structural sensor outputs

can be separated into the sum of contributions of individual

structural sensor outputs. Thus without losing the generality,

the present study focused on the individual sensor placement.

Considering the equation of motion under an acoustic

excitation defined by Eq. (7), the second term in the right-

hand-side (RHS) dominates so the first RHS term can be

ignored, leading to an approximate dynamic model. Let

transfer function, Gpq, from spatially varying acoustic point

source q to structural sensor output yp be

Gpqðs; rp; rsÞ ¼
qc2

m

X1
n¼1

k1nðrpÞ þ k2nðrpÞs
s2 þ 2fnansþ a2

n

�
X1
h¼1

ChnwhðrsÞs
s2 þ 2nhbhsþ b2

h

; (11)

where rs ¼D ðxs; ys; zsÞ 2 V representing the spatial location

of an acoustic source over set V of all possible source loca-

tions in the cavity volume. The spatial H2 norm of transfer

function, Gpq, can be calculated by taking advantage of the

orthogonality properties of the acoustic eigen-functions.

Here, since we consider the energy under a scalar spatially

varying input, the trace operation is not required. In general,

the structural output energy due to an acoustic excitation

with a certain spatial property can be emphasized using a

spatial weighting function Q(rs). By changing the order of

summations of Gpq in Eq. (11) the spatial H2 norm of Gpq

can be written as

FIG. 2. Contribution of modal observability levels for cavity-controlled

modes to the total energy of the spectral-spatial performance metric.
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hhGpqðx; rp; rsÞii22 ¼
1

2p

ð1
�1

ð
V

fGpqðx; rp; rsÞ�QðrsÞGpqðx; rp; rsÞgdrs dx

¼ 1

2p
qc2

m

� �2ð1
�1

ð
V

P1
h¼1

�jxwhðrsÞ
�x2 � 2nhbhjxþ b2

h

P1
n¼1

Chnðk1nðrpÞ� k2nðrpÞjxÞ
�x2 � 2fnanjxþ a2

n

� �

�
P1
�h¼1

jxw�hðrsÞ
�x2 þ 2n�hb�hjxþ b2

�h

P1
�n¼1

C�h�nðk1�nðrpÞþ k2�nðrpÞjxÞ
�x2 þ 2f�na�njxþ a2

�n

 !
8>>>><
>>>>:

9>>>>=
>>>>;

drs dx

¼ 1

2p
qc2

m

� �2ð1
�1

X1
h¼1

�jx
�x2 � 2nhbhjxþ b2

h

P1
n¼1

Chnðk1nðrpÞ� k2nðrpÞjxÞ
�x2 � 2fnanjxþ a2

n

� �

� jx
�x2 þ 2nhbhjxþb2

h

P1
�n¼1

Ch�nðk1�nðrpÞþ k2�nðrpÞjxÞ
�x2 þ 2f�na�njxþ a2

�n

� �
8>>><
>>>:

9>>>=
>>>;

dx

¼ qc2

m

� �2X1
h¼1

jj ~Ghðx; rpÞjj22 (12)

where transfer function ~Gh is

~Ghðs; rpÞ ¼
s

s2 þ 2nhbhsþ b2
h

 !

�
 X1

n¼1

Chnðk1nðrpÞ þ k2nðrpÞsÞ
s2 þ 2fnansþ a2

n

!
: (13)

Note that if the spatial weighting Q(rs) in the first

equality is replaced by a Dirac delta function at a spe-

cific location, the spatial norm simply reduces to the

standard H2 norm for an acoustic input located at that

location (Moheimani et al., 1999). Although the above

norm can be computed numerically, our interest is to

look at the general case where the acoustic source is

uniformly varied over the entire cavity, thus implying

Q(rs)¼ 1.

By taking the spatial H2 norm hhGqpii22, we consider

the spatially averaged energy transmission from the spa-

tially varying acoustic point source to the structural sensor

output. This system norm shows that the overall spatially

averaged energy of system is contributed by each cavity-

controlled mode as in Eq. (12). For each mode, the energy

level is influenced by the contributions of in-vacuo panel

modes via modal fluid-structural coupling as in Eq. (13).

Thus, the contribution of each cavity-controlled mode can

be calculated from the standard H2 norm of ~Gh, i.e.,

jj ~Ghjj2. This H2 norm can be used as a measure of modal
observability for cavity-controlled modes that depends on

the sensor location as well as other sensor spatial charac-

teristics. Figure 2 depicts the contribution of modal observ-

ability levels to the overall energy level due to a spatially

varying acoustic source. Thus, the spatial norm can be ben-

eficially used as a performance measure of structural sens-

ing due to cavity-controlled modes because it can be

broken down into a number of contributions of those

modes.

It should be noted that the additive properties arising

from the spatial H2 norm in this study differ from those aris-

ing from the additive properties of H2 or Hankel norms for

purely structural vibration systems, such as the work by

Gawronski (1997, 2004) and Smith and Clark (2001). Their

work arises from approximating the associated Grammian

matrix assuming a lightly damped structure and did not con-

sider the spatial nature of the disturbance input.

Observing transfer function ~Gh in Eq. (13), the first

multiplicative term acts as a resonant filter that is cen-

tered at resonance frequency at which a particular cav-

ity-controlled mode has. The implication of this is that

an intuitive method can be used by considering only

some panel modes with non-zero modal coupling and

resonance frequencies that are close to that of the cav-

ity mode. Another implication of this resonant-like

filter is that the contribution of higher frequency modes

to hhGpqii22 toward the low-frequency band is increas-

ingly less, allowing one to truncate those high fre-

quency modes.

2. Target performance of acoustic virtual sensor for
observing cavity-controlled modes

Having obtained certain measures to indicate the struc-

tural sensor performance, a question may arise on how the

structural sensing performance in Eq. (12) can be related to

the target acoustic virtual sensing performance. The question

is how both sensing performances can be compared so that

one knows that a structural sensor has been placed at the

best location.

To answer the question, we proposed the following

approach to quantify the target virtual sensing performance.

To relate the structural sensor results to the target virtual

sensing of a sound pressure inside a cavity, one can compare

the results with the energy transmission from the spatially

varying acoustic source to the acoustic virtual sensor output

located at the target virtual sensing location. From the acous-

tic differential equation in Eq. (7), considering only the dom-

inant acoustic excitation, the transfer function Gvq from

spatially varying acoustic point source q to acoustic sensor

output yv, at the virtual sensor location rc ¼D ðxc; yc; zcÞ 2 V,

can be obtained.

Taking the spatial H2 norm of Gvq over the cavity vol-

ume, one can obtain,
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hhGvqðx; rc; rsÞii22 ¼
1

2p

ð1
�1

ð
V

fGvqðx; rc; rsÞ�

� Gvqðx; rc; rsÞgdrsdx

¼ q2c4
X1

h

jj ~Fhðx; rcÞjj22; (14)

where

~Fhðs; rcÞ ¼
swhðrcÞ

s2 þ 2nhbhsþ b2
h

: (15)

In this case, the ability of the acoustic virtual sensor to

observe certain cavity-controlled modes can be reflected in

terms of jj ~Fhjj2. This norm can be seen as the target modal
observability of the virtual sensor for cavity-controlled
modes. Direct comparison of ~Fh with ~Gh in Eq. (13) shows

that the modal observability of the structural sensor highly

depends on the modal coupling and structural sensor

arrangement which can complicate the sensor placement,

necessitating an optimization process. A similar additive

property of hhGvqii22 can be depicted as in Fig. 2 by, respec-

tively, substituting ~Gh and
�qc2

m

�2
with ~Fh and q2c4.

B. Sensing panel-controlled modes

1. Structural sensor performance for observing
panel-controlled modes

A similar method was used for analyzing the ability

of a structural sensor at a particular location in detecting

panel-controlled modes. When the spatial H2 norm is cal-

culated with respect to spatially varying point structural

force, the modal force term dominates over the coupling

term in the RHS of Eq. (6). Therefore an approximation to

the differential equation can be used to obtain the relevant

transfer function from the structural force to the sensor

output yp.

Taking the spatial H2 norm with respect to spatially

varying point structural force over the panel area,

rf ¼D ðxf ; yf Þ 2 S,

hhGpf ðx; rp; rf Þii22 ¼
1

2p

ð1
�1

ð
s

fGpf ðx; rp; rf Þ�

� Gpf ðx; rp; rf Þgdrf dx

¼ 1

m2

X1
n¼1

jj �Gnðx; rp; rf Þjj22; (16)

where Gpf is the transfer function from f to yp with

�Gnðs; rpÞ ¼
k1nðrpÞ þ k2nðrpÞs
s2 þ 2fnansþ a2

n

: (17)

The H2 norm of �Gn can thus be regarded as a measure

of modal observability for panel-controlled modes. Here,

the result is straightforward since it only considers the

direct effect of structural force to the structural sensor

outputs where the panel-controlled modes are dominant.

Such additive properties of the spatial H2 norm have

been observed by Halim and Moheimani (2003),

although their study considered the case for structural

vibration systems only. In the present work, vibro-acous-

tic systems are focused on and contributions of both the

panel- and cavity-controlled modes are considered as a

whole, together with their target modal observability

levels for the virtual sensor. The additive property of

hhGpf ii22 can be shown as in Fig. 2 using substitutions of
�Gn and 1

m2 for ~Gh and
�qc2

m

�2
.

2. Target performance of acoustic virtual sensor for
observing panel-controlled modes

Considering the energy transmission from spatially

varying force to the acoustic virtual sensor outputs, one can

also obtain similar results by considering the modal forcing

term that dominates over the acoustic coupling term. From

Eqs. (6) and (7), the transfer function from f to yv, Gvf can be

determined and the spatial H2 norm can be calculated by

changing the order of summations and taking advantage the

orthogonality condition of structural eigen-functions over

the area of panel,

FIG. 3. Contribution of modal virtual sensing error for cavity-controlled

modes and the virtual sensor filter energy to the total energy of the spectral-

spatial virtual sensing error performance metric.

TABLE I. First 20 natural frequencies of a coupled panel-cavity system [n

or h indicate the nth panel-controlled or hth cavity-controlled modes (shown

in bold), respectively].

n (panel) Freq. (Hz) n (panel) Freq. (Hz) h (cavity) Freq. (Hz)

1 (1, 1) 31.6 7 (1, 4) 181.6 1 (0,0,0) 0.0

2 (1, 2) 59.8 8 (3, 1) 188.8 2 (0,0,1) 145.9

3 (2, 1) 89.2 9 (3, 2) 218.4 3 (0,1,0) 175.9

4 (1, 3) 110.3 10 (2, 4) 240.3 4 (0,1,1) 229.7

5 (2, 2) 119.6 11 (3, 3) 269.1 5 (1,0,0) 248.1

6 (2, 3) 169.9 12 (1, 5) 271.3 6 (1,0,1) 287.4

7 (0,0,2) 290.7

8 (1,1,0) 304.5
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hhGvf ðx; rc; rf Þii22 ¼
1

2p

ð1
�1

ð
S

fGvf ðx; rc; rf Þ�Gvf ðx; rc; rf Þgdrf dx

¼ 1

2p
qc2

m

� �2ð1
�1

ð
S

P1
h¼1

�x2whðrcÞ
�x2 � 2nhbhjxþb2

h

P1
n¼1

Chnunðrf Þ
�x2 � 2fnanjxþ a2

n

� �

�
P1
�h¼1

x2w�hðrcÞ
�x2 þ 2n�hb�hjxþb2

�h

P1
�n¼1

C�h�nu�nðrf Þ
�x2þ2f�na�njxþ a2

�n

 !
8>>>>><
>>>>>:

9>>>>>=
>>>>>;

drf dx

¼ 1

2p
qc2

m

� �2ð1
�1

ð
S

P1
n¼1

�x2unðrf Þ
�x2 � 2fnanjxþ a2

n

P1
h¼1

ChnwhðrcÞ
�x2 � 2nhbhjxþ b2

h

� �

�
P1
�n¼1

x2u�nðrf Þ
�x2 þ 2f�na�njxþ a2

�n

P1
�h¼1

C�h�nw�hðrcÞ
�x2 þ 2n�hb�hjxþ b2

�h

 !
8>>>>><
>>>>>:

9>>>>>=
>>>>>;

drf dx

¼ qc2

m

� �2X1
n¼1

jj �Fnðx; rcÞjj22; (18)

with

�Fnðs; rcÞ ¼
1

s2 þ 2fnansþ a2
n

� �

�
 X1

h¼1

ChnwhðrcÞs2

s2 þ 2nhbhsþ b2
h

!
: (19)

The first multiplicative term in Eq. (19) is a resonant filter,

indicating that the impact of rigid-walled cavity modes is

influenced by both their modal-coupling and how close

their resonance frequencies to that of the in-vacuo panel

modes. Using a similar reasoning as in the case of cavity-

controlled modes, jj �Fnðx; rcÞjj2 can be used as a measure of

panel-controlled modal observability, describing how

much energy transmitted from the structural force input to

the structural sensor output. The additive property of

hhGvf ii22 has a similar form as that for the cavity-

controlled modes in Fig. 2.

C. Influence of modal observability metric on the
virtual sensing performance

Here, we consider a general case of virtual sensor filter

F(x) that is stable, causal, and linear time-invariant. The

effect of noise in the structural sensor measurements is also

considered to evaluate how the measurement noise can

impact the sensing performances. Again, we initially investi-

gated the virtual sensing performances for the cavity- and

panel-controlled modes, respectively. Later, an optimization

problem is set-up based on the consideration of both types

of modes.

1. Modal virtual sensing error for cavity-controlled
modes

We consider the virtual sensing error due to a white-

noise spatially varying acoustic input, whose sensing error

transfer function can be shown after changing the summation

order of Gpq,

Gvqðs; rs; rcÞ � FðsÞGpqðs; rp; rsÞ

¼ qc2
X1
n¼1

whðrsÞs
s2 þ 2nhbhsþ b2

h

�
(

whðrcÞ �
FðsÞ

m

X1
n¼1

chnðk1nðrpÞ þ k2nðrpÞsÞ
s2 þ 2fnansþ a2

n

)
:

(20)

By calculating its spatial H2 norm over the cavity volume, it

yields

hhGvqðx; rs; rcÞ � FðxÞGpqðx; rp; rsÞii22

¼ q2c4
X1
h¼1

jj ~Ehðx; rp; rcÞjj22; (21)

where transfer function ~Eh can be defined as the modal
virtual sensing error system for the hth cavity-controlled

mode,

~Ehðs; rp; rcÞ ¼
s

s2 þ 2nhbhsþ b2
h

(
whðrcÞ

�FðsÞ
m

X1
n¼1

Chnðk1nðrpÞ þ k2nðrpÞsÞ
s2 þ 2fnansþ a2

n

)

¼ ~Fhðs; rcÞ �
FðsÞ

m
~Ghðs; rpÞ: (22)

The second term in the above equation is calculated by con-

sidering that the virtual sensor filter is independent of acous-

tic input locations. Both terms ~Fh and ~Gh have been defined

previously in Eqs. (15) and (13), respectively.

Next, consider the case where the spatially varying

acoustic and measurement inputs are white, zero-mean,

Gaussian, and uncorrelated, with the diagonal spectral den-

sity matrices Qq and Qn, respectively. The error sensing sys-

tem due to the acoustic disturbance (process noise) and

measurement noise inputs, was defined as Eq. Taking the

spatial H2 norm of the system over the entire cavity volume,

incorporating Eq. (21), we obtain,
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hhEqðx; rp; rcÞii22 ¼
1

2p

ð1
�1

ð
V

tracefEqðx; rp; rs; rcÞ�Eqðx; rp; rs; rcÞgdrs dx

¼ hh½Gvqðx; rs; rcÞ
ffiffiffiffiffiffi
Qq

p
0� � FðxÞ½Gpqðx; rp; rsÞ

ffiffiffiffiffiffi
Qq

p ffiffiffiffiffiffi
Qn

p
�ii22

¼ 1

2p

ð1
�1

ð
V

QqðGvqðx; rs; rcÞ � FðxÞGpqðx; rp; rsÞÞ�

�ðGvqðx; rs; rcÞ � FðxÞGpqðx; rp; rsÞÞ þ QnFðxÞ�FðxÞ

� �
drsdx

¼ QqhhGvqðx; rs; rcÞ � FðxÞGpqðx; rp; rsÞii22 þ QnVjjFðxÞjj22

¼ q2c4Qq

X1
h¼1

~Fhðx; rcÞ �
FðxÞ

m
~Ghðx; rpÞ

				
				

2

2

þ QnVjjFðxÞjj22

¼ q2c4Qq

X1
h¼1

jj ~Ehðx; rp; rcÞjj22 þ QnVjjFðxÞjj22: (23)

The above equation indicates that for the cavity-

controlled mode case, the energy of virtual sensing error

system can be expressed as a simple summation of

contribution of each modal sensing error jj ~Ehðx; rp; rcÞjj22
and the measurement noise. Although the virtual sensor

filter F(x) is not yet defined, it can be seen that the

structural sensor placement strategy is highly influenced

by the modal observability levels characterized by ~Fh and
~Gh. Figure 3 depicts the contributions of each modal vir-

tual sensor error energy to the overall virtual sensing

error energy for cavity-controlled modes. It showed the

effect of the virtual sensor filter energy in contributing to

the virtual sensing accuracy.

2. Modal virtual sensing error for panel-controlled
modes

Similarly, for the case of panel-controlled modes, the

virtual sensing due to spatially varying structural input is

considered after changing the summation order of Gpf,

Gvf ðs; rc; rf Þ � FðsÞGpf ðs; rp; rc; rf Þ ¼
1

m

X1
n¼1

unðrf Þ
s2 þ 2fnansþ a2

n

�qc2
X1
h¼1

chnwhðrcÞs2

s2 þ 2nhbhsþ b2
h

� FðsÞðk1nðrpÞ þ k2nðrpÞsÞ
( )

: (24)

Consider the case where the white-noise spatially varying structural input and measurement noise whose strength levels are

described by diagonal spectral density matrices Qf and Qn, respectively. Taking the spatial H2 norm of error sensing Ef due to

the spatially varying input and measurement noise, one can derive,

hhEf ðx; rp; rcÞii22¼
1

2p

ð1
�1

ð
S

tracefEf ðx; rp; rc; rf Þ�Ef ðx; rp; rc; rf Þgdrf dx

¼ hh½Gvf ðx; rc; rf Þ
ffiffiffiffiffiffi
Qf

p
0� � FðxÞ½Gpf ðx; rp; rf Þ

ffiffiffiffiffiffi
Qf

p ffiffiffiffiffiffi
Qn

p
ii22

¼ Qf hhGvf ðx; rf Þ � FðxÞGpf ðx; rp; rf Þii22 þ QnSjjFðxÞjj22 ¼
Qf

m2

X1
n¼1

jj �En ðx; rp; rcÞjj22 þ QnSjjFðxÞjj22;

(25)

where transfer function �En is the modal virtual sensing error
system for the nth panel-controlled mode,

�Enðs; rp; rcÞ ¼
1

s2 þ 2fnansþ a2
n

�qc2
X1
h¼1

ChnwhðrcÞs2

s2 þ 2nhbhsþ b2
h

(

�FðsÞðk1nðrpÞ þ k2nðrpÞsÞ
)

¼ � qc2 �Fnðs; rcÞ � FðsÞ �Gnðs; rpÞ (26)

and both terms �Fn and �Gn are defined by Eqs. (19) and (17),

respectively. Similar to the cavity-controlled mode case, the

error sensing of the virtual sensors can be expressed as a

simple summation of contribution of each modal error sens-

ing jj �Enðx; rp; rcÞjj22 and the measurement noise. The contri-

butions of the modal virtual sensing error energy for

the panel-controlled modes can be depicted as in Fig. 3,

by, respectively, substituting q2c4Qq, ~Eh, and VQn with
Qf

m2 ,
�En, and SQn.
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3. Aspects of virtual sensor performance

The virtual sensing error results in Eqs. (23) and (25)

showed that the spatially averaged energy of virtual sensing

error system is mainly influenced by (a) the modal sensing

error, (b) the ratio of process noise to measurement noise,

and (c) the virtual sensor filter.

a. The modal virtual sensing error. The first terms of

the virtual sensing errors in Eqs. (23) and (25) describe the

contributions of modal virtual sensing errors to the overall

virtual sensing error, for either panel- or cavity-controlled

modes. The modal virtual sensing error highly depends on

the structural sensor spatial placement and properties. This

modal error description can help simplify the structural sen-

sor placement process because what one needs to do is to

find a sensor location with certain modal observability prop-

erties, which would help in reducing the dominant modal

virtual sensing error levels.

Also note that each of �Gn, ~Gh, �Fn, and ~Fh system con-

sists of a dominant resonant-like filter centered at the corre-

sponding resonance frequency. Thus the H2 norm used for

its modal observability metric also reflects the maximum

gain related to their sensing sensitivity. If a panel- or cavity-

controlled mode does not have sufficiently high observability

levels (described by jj �Gnjj2 and jj ~Ghjj2) while the target vir-

tual sensing modal observability levels are high (described

by jj �Fnjj2 and jj ~Fhjj2), then the required virtual sensor filter

gain F(x) to minimize the modal virtual sensing error would

be large. The results also show the fundamental limitation of

the virtual sensor error. From the modal virtual sensing error

systems in Eqs. (22) and (26), ideally the structural and

acoustic modal observability functions should have similar

spectral shapes, particularly near and at the resonance of the

mode of interest. In this case, a constant virtual sensor gain

can be simply used to force the modal virtual sensing error

to very close to zero. However, the two modal observability

functions have different spectral shapes, in which one of

them is filtered by a contribution of coupled modes. This

complicates the task of achieving small sensing error and

necessitates a frequency dependent virtual sensor gain.

b. The ratio of process noise strength to measurement
noise strength. The second terms in the virtual sensing error

expressions describe the impact of sensor measurement noise

to the structural sensing. The higher the measurement noise

strength Qn relative to the process noise strength, Qq and Qf,

the higher is the level of virtual sensing error.

c. The virtual sensor filter. The modal virtual sensing

error systems ~Eh and ~En in Eqs. (22) and (26) are described for a

generic virtual sensor filter F(x). It can be seen from the results

that the virtual sensing error is amplified by the overall virtual

sensor filter gain F(x). Thus, a relatively low sensor filter gain

would be desirable and a relatively high signal-to-noise ratio for

structural sensors used can improve the virtual sensing accuracy.

These results also illustrate the importance of modal observabil-

ity metrics for developing an optimization method for structural

sensor placement so that sufficiently high modal observability

levels can be achieved for certain important modes.

Furthermore, in the case where the panel vibration is

small such as at its anti-resonance frequencies, the virtual

sensor filter gain needs to be large to achieve a small virtual

sensing error at those frequencies. If the filter gain is not

high enough, the virtual sensing accuracy degrades, leading

to a poor active control performance. However, the structural

sensor noise will be amplified as a consequence of high filter

gain. This situation emphasizes the importance of the pro-

posed optimization methodology to avoid small observabil-

ity levels for important panel- or cavity-controlled modes.

This way, small panel vibration can be avoided at or near

resonance frequencies associated with those modes. Thus,

the virtual sensor filter gain can be moderated to reduce the

sensor noise sensitivity and the modes of interest can be

observed and controlled effectively.

D. Optimization method for structural sensor
placement

Based on the above results, it is possible to find a struc-

tural sensor placement that satisfies certain sensing require-

ments. Some of the low-frequency cavity-controlled modes

are important for active control of a coupled panel-cavity

system, when the main disturbance source is of acoustic na-

ture. On the other hand, when the main disturbance is struc-

tural, both panel and cavity-controlled modes can dominate

particularly at frequencies near the resonances. Hence, both

types of modes need to be considered in the optimization

process. In the virtual sensor implementation, we can only

include some of the important low-frequency modes,

because the contributions of higher frequency modes are less

dominant than those of low frequency as previously dis-

cussed. Hence, it is reasonable in practice to truncate those

higher frequency modes. A compromise is required because

for each particular location of sensor, modal observability

levels of each mode vary, indicating that it may not be possi-

ble to achieve reasonably high levels at the same time.

Selecting certain low-frequency panel- and cavity-con-

trolled modes, the spatial norms can be approximated by

truncating the infinite terms in Eqs. (12), (14), (16), and (18).

In terms of the contribution of each mode to the overall tar-

get virtual sensing output energy, one can use the normalized
squared modal observability from Eqs. (14) and (18),

~khðrcÞ ¼D
jj ~Fhðx; rcÞjj22Phm

h¼2

jj ~Fhðx; rcÞjj22
_ h ¼ 2;…; hm; (27)

�knðrcÞ ¼D
jj �Fnðx; rcÞjj22Pnm

n¼1

jj �Fnðx; rcÞjj22
_ n ¼ 1;…; nm; (28)

where hm and nm are respectively the highest mode numbers

of interest for the cavity- and panel-controlled modes. Fur-

ther, ~khðrcÞ and �knðrcÞ are the modal observability levels of

the cavity- and panel-controlled modes for the target acous-

tic virtual sensing, respectively, both of which depend on the

virtual sensor location rc.
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In terms of ~kh and �kn, one can evaluate the level of im-

portance for cavity- or panel-controlled modes. Because it

may not be possible to optimize all modal observability lev-

els, it is important to select certain important modes. Nor-

malizing all the parameters with respect to their maximum

values over the possible locations for a structural sensor,

XqðrpÞ ¼D
hhGpqðx; rpÞii2

rp 2 C
max

hhGpqðx; rpÞii2
; (29)

~ghðrpÞ ¼D
jj ~Ghðx; rpÞjj2

rp 2 C
max

jj ~Ghðx; rpÞjj2
; (30)

Q
f
ðrpÞ ¼D

hhGpf ðx; rpÞii2
rp 2 C

max

hhGpf ðx; rpÞii2
; (31)

�gnðrpÞ ¼D
jj �Gnðx; rpÞjj2

rp 2 C
max

jj �Gnðx; rpÞjj2
; (32)

where Xq(rp), Pf(rp), ~ghðrpÞ, and �gnðrpÞ can be defined as the

spatially averaged observability of the cavity- and panel-

controlled modes, and the modal observability levels of the

cavity- and panel-controlled modes, respectively. Those pa-

rameters depend on the structural sensor location rp that

needs to be optimized over the area of a flexible panel in the

coupled enclosure.

An optimization was set-up to determine the optimal

location for structural sensors by considering the observability

levels contributed by the cavity- and panel-controlled modes.

Selection of parameters can be done by comparing the relative

strength of modal observability levels for the target acoustic

virtual sensing. A scalar weighting term t is introduced to

weigh the contribution of cavity-controlled modes relative to

the panel-controlled modes. The optimization problem for

finding the optimal structural sensor location is described as

rp 2 C
max

tXqðrpÞ þ ð1� tÞPfðrpÞ; (33)

subject to the following cavity- and panel-controlled modal

observability constraints,

~ghðrpÞ � ~rh _ h ¼ 2;… ; hm; (34)

�gnðrpÞ � �rn _ n ¼ 1;… ; nm; (35)

where ~rh and �rn represent the upper limits for the modal

observability for the cavity- and panel-controlled modes,

respectively.

The constraints are used to ensure that the modal

observability levels of important modes are sufficiently high.

Alternatively, other modes which are not sensing priorities,

such as the off-bandwidth modes, can be suppressed by

adjusting modal constraints in a similar way, to avoid the

effect of sensing spillover that can degrade control perform-

ance. The optimization problem can thus be solved to find

the structural sensor locations that satisfy the above con-

straints. Since multiple minima may occur, a number of ini-

tial sensor locations can be used to obtain the global

minimum.

The proposed virtual sensor system can be used for both

active control of internal noise source and sound transmis-

sion. In the case of active control of sound transmission, the

acoustic response in the acoustic-structural coupled cavity is

mainly dominated by the panel-controlled modes. Acoustic

modes also amplify the acoustic field at acoustic resonances.

For structural modes, structural sensors can be effective in

detecting these modes that are dominated by the panel vibra-

tion. It is sufficient to place the sensors at the locations that

can effectively observe relevant panel modes, such as plac-

ing at or near the anti-nodes of panel mode shapes. This can

be done by optimizing some measures of modal observabil-

ity for panel-controlled modes in Eqs. (16) and (17), which

are formalized in Pf and �gn in Eqs. (31)–(32). This may

require an optimization if several panel-controlled modes are

of interest. Acoustic modes are sensed through the feedback

reaction of the acoustic pressure on the panel vibration. In

the case of internal noise source, the acoustic response in the

cavity is dominated by the cavity-controlled modes. Since

these modes are indirectly sensed via acoustic-structural

coupling, the optimization for the structural sensor place-

ment is more complicated than that for the active control of

sound transmission case. The optimization methodology pre-

sented in this work, as summarized in Eqs. (33)–(35), thus

becomes important.

IV. NUMERICAL STUDY ON STRUCTURAL SENSOR
PLACEMENT

The performance analysis was conducted on a rectangu-

lar coupled panel-cavity system with dimensions of

0.695 m� 0.976 m� 1.188 m with one side at z0¼ 0, on the

x–y plane, covered by a simply supported aluminum panel of

size (0.695 m� 0.976 m) and thickness of 4 mm. Modal pro-

portional damping ratios used are 0.005 and 0.003 for struc-

tural and cavity modes, respectively. The acoustic virtual

sensor inside the cavity was located at (xc, yc, zc)¼ (0.070 m,

0.816 m, 1.028 m) as shown in Fig. 1. A structural velocity

sensor was used in this numerical analysis. Table I shows the

natural frequencies of the first 20 coupled panel-cavity

modes.

A. Structural sensor placements

Figure 4 shows the normalized squared modal observ-

ability levels, ~kh and �kn, that describe the relative contribu-

tion to the spatial norm. The first 12 panel-controlled, and

the second to eighth cavity-controlled modes have been

incorporated in the calculation. For this acoustic virtual sens-

ing location, only the first, seventh, and ninth panel-

controlled modes dominate the sensing energy, while the

second to eighth cavity-controlled modes, with the exception

of the seventh mode, have comparable contributions.

Figures 5(a)–5(e) show the normalized modal observ-

ability for the cavity-controlled modes as a function of the

structural sensor location, for the second to sixth modes,

respectively. The effect of modal coupling is apparent on the

observability plots. For the second cavity-controlled mode
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dominated by cavity mode (0,0,1) [Fig. 5(a)], the first few

structural modes of modes (1,1), (1,3), and (3,1) contribute

dominantly to the modal observability level because those

modes have non-zero fluid-structural coupling. Apart of the

modal coupling, the resonance frequency of the in-vacuo
structural mode relative to that of the rigid-walled cavity

mode also impacts on the observability level. Here, the struc-

tural mode (1,3) is dominant because its resonance frequency

is the closest to the cavity mode (0,0,1). More dominant

effects are the panel modes (1,4), (3,2), and (2,3) to the third,

fourth, and fifth cavity-controlled modes, respectively. The

spatial observability contributed by those modes is plotted as

a function of sensor location in Fig. 6, showing the variation

of the normalized spatially averaged observability as a func-

tion of structural sensor location. Obvious variations, some-

times even drastic, show the strong dependence of the

cavity-controlled modal sensing to the structural sensor

location.

For the first, seventh, and ninth panel-controlled modes,

the normalized modal observability plots are shown in Figs.

7(a)–7(c), respectively. The modal observability profiles are

straightforward, related directly to the in-vacuo structural ei-

gen-functions. When considering structural vibration alone,

a discrete structural sensor can be placed at the anti-nodes of

structural eigen-functions. However, for vibro-acoustic

applications proposed in this work, both the cavity- and

panel-controlled modes should be taken into account. Figure 8

depicts the normalized spatial observability of those panel-

controlled modes. In contrast to the spatial observability for

the cavity-controlled modes shown in Fig. 6, less variation

was observed for the panel-controlled modes because of the

dominance of the first panel mode.

The constrained optimization problem in Eqs. (33)–(35)

was set-up. A scalar weighting term t¼ 0.5 was used, so

equal contributions of cavity- and panel-controlled modes

were considered. The upper limits for constraints in Eqs.

(34) and (35) were set to 0.5, meaning that the normalized

observability of each mode was at least 50% to ensure rea-

sonable detection of those modes of interest. The optimiza-

tion result was sensitive to these constraints. If the upper

limits were set too low, some modes might have low observ-

ability levels. On the other, if the limits were set too high,

there might be no feasible optimization solution due to ex-

cessive constraints. A number of initial locations of struc-

tural sensor were used in the optimization, since in general

FIG. 4. (Color online) Normalized squared modal observability levels for

panel-controlled modes, �kn with n¼ 1, …, 12, and cavity-controlled modes,
~kh with h¼ 2, … , 8, for the target acoustic sensing at the virtual sensor loca-

tion (0.070 m, 0.816 m, 1.028 m).

FIG. 5. (Color online) Normalized modal observability for cavity-controlled

modes, ~gh, for various structural sensor locations: (a) ~g2 for the second

mode, (b) ~g3 for the third mode, (c) ~g4 for the fourth mode, (d) ~g5 for the

fifth mode, and (e) ~g6 for the sixth mode.

FIG. 6. (Color online) Normalized spatial observability for cavity-con-

trolled modes, Xq, for various structural sensor locations, contributed by the

second to sixth cavity-controlled modes.
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the performance function was not convex. Figure 9 shows

modal observability levels, normalized to their maximum

observability levels, for the optimal sensor location at (0.297

m, 0.360 m). The results show that those modes of priority

have relatively high levels, considering that the maximum

level achievable is 1. The structural sensor location in the

panel-cavity system, relative to the acoustic virtual sensor

location, is depicted in Fig. 1.

The magnitude frequency responses from an acoustic

volume-velocity source at (0.430 m, 0.330 m, 0.850 m) to

the acoustic virtual sensor and structural sensor outputs are

shown in Fig. 10(a) and Figs. 10(b)–10(c), respectively. At

the acoustic virtual sensor location inside the cavity, the sec-

ond to sixth cavity-controlled modes (indicated by �) are

clearly observable, which means that it was desirable for the

structural sensing to be sensitive in detecting those modes.

Figures 10(b) and 10(c) show that the structural sensor at the

optimized location had relatively high responses at the

resonances of modes of interest, particularly for the second

to sixth cavity-controlled modes. A low response at reso-

nance for the seventh mode (290.7 Hz) was observed since

the seventh mode was not included in the optimization pro-

cess. Figures 10(b) and 10(c) compare the structural sensing

performance for the sensor at the optimized location with

structural sensors at different locations: location 1 (0.173 m,

0.196 m), location 2 (0.640 m, 0.300 m), location 3 (0.510 m,

FIG. 7. (Color online) Modal observability for panel-controlled modes, �gn,

for various structural sensor locations: (a) �g1 for the first mode, (b) �g7 for

the seventh mode, and (c) �g9 for the ninth mode.

FIG. 8. (Color online) Normalized spatial observability of panel-controlled

modes, Pf, for various structural sensor locations, contributed by the first,

seventh, and ninth panel-controlled modes.

FIG. 9. (Color online) Normalized modal observability levels for panel-

controlled modes, �gn, and cavity-controlled modes, �gh, for the optimized

structural sensor location at (0.297 m, 0.360 m).
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0.430 m), and location 4 (0.430 m, 0.730 m). The responses

at the modes of interest vary depending on the sensor loca-

tion. However, the optimized location provides the more

consistent sensing performance over those modes. Structural

sensor at location 3 had particularly low responses at the

modes of interest, which impacted on the virtual sensing and

active control performances as described in the following

sections.

B. Effects of structural sensor locations on virtual
sensor and active control performances

The impact of structural sensor location on virtual sensor

performance was investigated. The Kalman-filter based virtual

sensor was used as a representative virtual sensor

for performance analysis. This work considers the vibro-

acoustic virtual sensor for active noise control proposed in

Halim et al. (2011). A virtual sensor based on a nominal

dynamic model was used, since the investigation was focused

on the effect of sensor location to sensing performance. In this

case, the robust vibro-acoustic virtual sensor design can be

shown to converge to a standard Kalman-filter design. A dis-

crete virtual sensor filter was implemented at the sampling

frequency of 10 kHz. The primary disturbance was a volume-

velocity source at (0.430 m, 0.330 m, 0.850 m) inside the cav-

ity. The primary disturbance and structural measurement

noises have white-noise characteristics with discrete covarian-

ces of 10�10 m6/s2 and 10�14 m4/s2, respectively. A volume-

velocity secondary source was located at (0.520 m, 0.000 m,

0.240 m). The magnitude of the secondary control input was

limited to 80% of the magnitude of primary disturbance.

For comparisons, virtual sensors are designed using

structural sensors at different locations. In the implemen-

tation, the system’s resonance frequencies were deliber-

ately perturbed by þ0.5% amounting to approximately

1.4 Hz for the sixth cavity-controlled mode. Figure 11

shows the 300 Hz-bandwidth virtual sensing error

response. Over most frequencies, the “optimized” virtual

sensor had generally lower virtual sensing error which

was consistent with reasonably high modal observability

levels aimed in the optimization as shown in Fig. 9.

Using those virtual sensors, active tonal control was

implemented and the control results are shown in Fig.

12, showing that the optimized virtual sensor achieved

the superior control performance over the other virtual

sensors. In particular, the dominant second to sixth cav-

ity-controlled and first panel-controlled resonances had

relatively high sound pressure attenuations. The effective

control performance was expected because the virtual

FIG. 10. (Color online) Frequency responses from an acoustic volume-

velocity source at (0.430 m, 0.330 m, 0.850 m) to (a) acoustic pressure at

the virtual sensor location (0.070 m, 0.816 m, 1.028 m), (b) velocity at struc-

tural sensor locations: optimized (0.297 m, 0.360 m), location 1 (0.173 m,

0.196 m), and location 2 (0.640 m, 0.300 m), and (c) velocity at structural

sensor locations: optimized (0.297 m, 0.360 m), location 3 (0.510 m, 0.430

m), and location 4 (0.430 m, 0.730 m). (� : first and seventh panel-

controlled modes, �: second to sixth cavity-controlled modes.

FIG. 11. (Color online) Virtual sensing error performance for virtual sen-

sors designed using different structural sensor locations: (a) the optimized

location (0.297 m, 0.360 m), location 1 (0.173 m, 0.196 m), and location 2

(0.640 m, 0.300 m), and (b) the optimized location (0.297 m, 0.360 m), loca-

tion 3 (0.510 m, 0.430 m), and location 4 (0.430 m, 0.730 m).
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sensor was designed to minimize the broadband sensing

error, mainly contributed by those modes as can be seen

in Fig. 10(a). The virtual sensing error, relative to the

true sound pressure, was small at those resonance

regions, leading to a more accurate sound pressure esti-

mation and consequently to a better active noise control

performance. There was some noise increase in some

frequency ranges such as in 60–130 Hz region, but those

regions had already very low sound pressure responses at

the anti-resonance regions [see Fig. 10(a)]. The control

results indicate that high virtual sensing accuracy leads

to high active control performance as expected, and the

structural sensor location is a major factor in determin-

ing the virtual sensor performance.

V. CONCLUSIONS

A structural sensor placement methodology for vibro-

acoustic virtual sensor applications has been proposed. The

virtual sensor aims to estimate the sound pressure inside an

acoustic-structural coupled enclosure using solely structural

sensors, without the use of acoustic sensors. Several conclu-

sions were obtained from the work:

(i) A spectral-spatially averaged performance metric has

been proposed, which utilized the averaged structural

sensor output energy of a vibro-acoustic system

excited by a spatially varying point source. This

vibro-acoustic performance metric was shown to be

contributed by modal observability levels of panel-

or cavity-controlled modes. The strength of each

modal observability level was influenced by the

modal coupling and resonance frequencies of associ-

ated uncoupled structural/cavity modes. The additive

property of the spectral-spatially averaged perform-

ance metric allows modal contributions of panel- and

cavity-controlled modes to be considered in a simple

way for structural sensor placement.

(ii) The effect of virtual sensor filter and disturbance/pro-

cess and measurement noise to the virtual sensing

error was studied. It was shown that the overall virtual

sensing error energy was contributed additively by the

modal virtual sensing error and the measurement noise

energy. The modal virtual sensing error is contributed

by the modal observability levels for the structural

sensing and the target acoustic virtual sensing, which

would influence the virtual sensor’s filter gain.

(iii) An optimization methodology was proposed for

searching for the optimal sensor location with suffi-

ciently high modal observability levels for certain

important panel- and cavity-controlled modes. For an

effective detection of a cavity-controlled mode, a

structural sensor must be able to effectively observe

multiple structural modes that are strongly coupled to

that mode. The cavity-controlled modal observability

measures were thus proposed to assist such a multi-

ple-mode consideration in a simple but informative

and intuitive way. Numerical study on a panel-cavity

system demonstrated that a structural velocity sensor

at the optimized location can be designed for

effective detections and active control of acoustic-

structural coupled modes, in particular for cavity-

controlled modes.
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