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About the Speaker

Cracking the Code of Juxtaposition: 
Can AI Models Understand the Humorous Contradictions

Recent advancements in large multimodal language models have demonstrated remarkable 
proficiency across a wide range of tasks. Yet, these models still struggle with understanding 
the nuances of human humor through juxtaposition, particularly when it involves nonlinear 
narratives that underpin many jokes and humor cues. This paper investigates this challenge by 
focusing on comics with contradictory narratives, where each comic consists of two panels 
that create a humorous contradiction. We introduce the YesBut benchmark, which comprises 
tasks of varying difficulty aimed at assessing AI's capabilities in recognizing and interpreting 
these comics, ranging from literal content comprehension to deep narrative reasoning. 
Through extensive experimentation and analysis of recent commercial or open-sourced large 
(vision) language models, we assess their capability to comprehend the complex interplay of 
the narrative humor inherent in these comics. Our results show that even state-of-the-art 
models still lag behind human performance on this task. Our findings offer insights into the 
current limitations and potential improvements for AI in understanding human creative 
expressions.

Abstract

Large reasoning models (LRMs) have demonstrated remarkable proficiency in tackling complex 
reasoning tasks through step-by-step thinking. However, such a lengthy reasoning process 
incurs substantial computational and latency overheads, hindering the practical deployment of 
these models. In this work, we present a new perspective on mitigating overthinking in LRMs via 
black-box adversarial prompting. By treating both open-source LRMs and closed-source APIs as 
black-box communicators, we investigate how to elicit concise responses without sacrificing 
accuracy. We introduce AdvPrompt, an iterative refinement framework that generates 
high-quality adversarial prompts from diverse perspectives. Experiments across multiple 
benchmarks demonstrate that AdvPrompt consistently reduces token usage while preserving 
performance. Notably, AdvPrompt achieves a 3x reduction in average response length on simple 
GSM8K questions for the Qwen3 model series, and delivers an average ~40% token reduction 
across four benchmarks. For closed-source APIs, AdvPrompt reduces token usage on MATH-500 
by 35% for Claude-3.7 and 47% for Gemini-2.5. Further analysis reveals the generalizability of 
AdvPrompt across various model scales and families, underscoring the potential of black-box 
prompting as a practical and effective strategy for enhancing LRM efficiency.
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Merlin's Whisper: Enabling Efficient Reasoning
 in LLMs via Black-box Adversarial Prompting
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Benchmarking the capabilities and limitations of large language models (LLMs) in 
graph-related tasks is becoming an increasingly popular and crucial area of research. 
Recent studies have shown that LLMs exhibit a preliminary ability to understand graph 
structures and node features. However, the potential of LLMs in graph pattern mining 
remains largely unexplored. This is a key component in fields such as computational 
chemistry, biology, and social network analysis. To bridge this gap, this work introduces a 
comprehensive benchmark to assess LLMs' capabilities in graph pattern tasks. We have 
developed a benchmark that evaluates whether LLMs can understand graph patterns based 
on either terminological or topological descriptions. Additionally, our benchmark tests the 
LLMs' capacity to autonomously discover graph patterns from data. The benchmark 
encompasses both synthetic and real datasets, and a variety of models, with a total of 11 
tasks and 7 models. Our experimental framework is designed for easy expansion to 
accommodate new models and datasets. Our findings reveal that: (1) LLMs have preliminary 
abilities to understand graph patterns, with O1-mini outperforming in the majority of tasks; 
(2) Formatting input data to align with the knowledge acquired during pretraining can 
enhance performance; (3) The strategies employed by LLMs may differ from those used in 
conventional algorithms.

Abstract

How do large language models understand graph patterns? 
a benchmark for graph pattern comprehension


