
Quantifying the value of training data is a critical challenge for Generative AI and Large Language Models (LLMs). 
Traditional valuation methods are ill-suited for this new paradigm, as they are computationally infeasible and were 
designed primarily for small-scale, discriminative models. This talk presents a unified toolkit that redefines data 
valuation for the modern AI stack. 

First, for general generative models, we introduce a model-agnostic and training-free framework that values data 
based on similarity matching. Next, for LLMs and VLMs, we show how leveraging token-level representations 
enables a highly efficient, forward-only valuation method that avoids costly retraining. Finally, we extend this 
token-level analysis to Reinforcement Learning, demonstrating how our valuation techniques can steer training 
dynamics to improve model performance and efficiency. Our methods provide a practical foundation for a more 
robust data economy, enabling intelligent data curation, equitable compensation, and the development of more 
transparent and efficient AI systems.
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