
In recent years, multimodal large language models have achieved remarkable progress, excelling across diverse 
tasks and demonstrating impressive few-shot learning capabilities. However, ensuring these models align with 
principles of trustworthiness, robustness, and human-centric reasoning remains an open challenge. In this talk, we 
present a roadmap for enhancing foundation models’ reasoning capabilities, with a focus on improving their 
knowledge boundary awareness and reasoning robustness through instruction tuning. Beyond textual modality, we 
introduce two benchmarks, VLM²-Bench and V²R-Bench, for evaluating large vision-language models (LVLMs)' 
ability to visually link matching cues and assessing the robustness of LVLMs to fundamental visual variations, 
respectively. We conclude with a discussion on scalable self-supervised learning approaches and emerging 
research directions that promise to make foundation models more interpretable, resilient, and aligned with human 
reasoning, paving the path towards AI agents with advanced reasoning capabilities that operate reliably in dynamic, 
real-world environments.
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