
Large Language Models (LLMs) have transformed code completion tasks, providing context-based suggestions to 
boost developer productivity in software engineering. As users often fine-tune these models for specific applications, 
poisoning and backdoor attacks can covertly alter the model outputs. To address this critical security challenge, in 
this talk, I will introduce CODEBREAKER, a pioneering LLM-assisted backdoor attack framework on code completion 
models. Unlike recent attacks that embed malicious payloads in detectable or irrelevant sections of the code (e.g., 
comments), CODEBREAKER leverages LLMs (e.g., GPT-4) for sophisticated payload transformation (without 
affecting functionalities), ensuring that both the poisoned data for fine-tuning and generated code can evade strong 
vulnerability detection.
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