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yet humans can resolve it using » 8 pairs of sentences for each homonym (manipulating POS and Context).
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1. How do context similarity and POS
jointly influence homonym
disambiguation in humans and LLMs?

1. LMEMs with human RTs and LLM surprisal values as dependent variables, fixed
effects ot Context, POS, Sense, and psycholinguistic covariates (AcA, PSPMI, etc.).
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2. Can model-derived metrics explain or - .
oredict human behavioral responses 2. Incorporate surprisal, entropy, and angular similarity from LLMs into human RT
during homonym processing? model.
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