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Abstract. A spherical t-design is a set of points on the unit sphere, which provides an equal4
weight quadrature rule integrating exactly all spherical polynomials of degree at most t and has a5
sharp error bound for approximations on the sphere. This paper introduces a set of points called a6
spherical cap t-subdesign on a spherical cap C(e3, r) with center e3 = (0, 0, 1)⊤ and radius r ∈ (0, π)7
induced by the spherical t-design. We show that the spherical cap t-subdesign provides an equal8
weight quadrature rule integrating exactly all zonal polynomials of degree at most t and all functions9
expanded by orthonormal functions on the spherical cap which are defined by shifted Legendre10
polynomials of degree at most t. We apply the spherical cap t-subdesign and the orthonormal11
basis functions on the spherical cap to non-polynomial approximation of continuous functions on12
the spherical cap and present theoretical approximation error bounds. We also apply spherical13
cap t-subdesigns to sparse signal recovery on the upper hemisphere, which is a spherical cap with14
r = 0.5π. Our theoretical and numerical results show that spherical cap t-subdesigns can provide15
good approximation on spherical caps.16
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1. Introduction. Let S2 := {y ∈ R3 : ∥y∥ = 1} ⊂ R3 denote the unit sphere,19

where ∥ · ∥ is the Euclidean norm, and let Pt(S2) denote the space of spherical poly-20

nomials of degree at most t. The concept of a spherical t-design was introduced by21

Delsarte, Goethals and Seidel [14], which is a set of points {y1, . . . ,yn} ⊂ S2 such22

that the quadrature rule23

1

4π

∫
S2
p(y)dω(y) =

1

n

n∑
j=1

p(yj)24

holds for all polynomials p ∈ Pt(S2) of degree at most t, where dω(y) is the surface25

measure on S2. Seymour and Zaslavsky [29] showed that spherical t-designs exist for26

any t if n is sufficiently large, and the authors in [7] established the optimal asymptotic27

order for the number of points n required for a spherical t-design. Chen, Frommer and28

Lang [9] showed existence of spherical t-designs on S2 with n = (t + 1)2 for t ≤ 10029

by using interval methods. Computed spherical t-designs on S2 with specific t are30

available in [37]. For more discussion on spherical t-designs, see [1, 5, 8, 33, 34, 39]31

and references therein.32

Spherical t-designs have been extensively studied for various applications and33

showed good performance on numerical approximation on the sphere. In [2], An et34

al. studied polynomial approximation problems on the sphere using regularized least35

squares models and showed that spherical t-designs provide good polynomial approx-36

∗August 22, 2024
†School of Mathematics and Statistics, Taiyuan Normal University, Taiyuan, China; CAS AMSS-

PolyU Joint Laboratory of Applied Mathematics, The Hong Kong Polytechnic University, Hong
Kong, China (lichao.li@polyu.edu.hk). The work of this author is partially supported by National
Natural Science Foundation of China (12301404) and NSF of Shanxi Province (2022D201468).

‡Department of Applied Mathematics, The Hong Kong Polytechnic University, Hong Kong, China
(xiaojun.chen@polyu.edu.hk). The work of this author is supported by Hong Kong Research Grant
Council PolyU153000212 and CAS-Croucher Funding Scheme for AMSS-PolyU Joint Laboratory.
Corresponding author.

1

This manuscript is for review purposes only.

mailto:lichao.li@polyu.edu.hk
mailto:xiaojun.chen@polyu.edu.hk


imation on the sphere. In [11], Chen and Womersley showed that spherical t-designs37

provided a sharp error bound for sparse approximation in signal processing on the38

sphere. In [3, 26], spherical t-designs were applied to interpolation and hyperinterpo-39

lation for noisy data on the sphere.40

In numerous applications, people are interested in image analysis and signal pro-41

cessing on spherical caps, especially the hemisphere, such as medical images (surfaces42

of brain, eye, skull, scalp). Good approximations are needed on spherical caps (see43

for example [12, 21, 22]). How to choose a set of points on spherical caps for good nu-44

merical approximation on spherical caps is an interesting and timely question. In this45

paper, we introduce a set of points on a spherical cap induced by the spherical t-design46

for good approximations on the spherical cap. Since the sphere is rotationally invari-47

ant, we present results on the north polar cap C(e3, r) := {x ∈ S2 : x · e3 ≥ cos r},48

where e3 = (0, 0, 1)⊤, radius r ∈ (0, π) and x · e3 = x⊤e3. In spherical polar coordi-49

nates, S2 and C(e3, r) are denoted respectively as50

S2 = {y ∈ R3 : y := (sinϑ cosϕ, sinϑ sinϕ, cosϑ)⊤, ϑ ∈ [0, π], ϕ ∈ [0, 2π]},51

C(e3, r) = {x ∈ R3 : x := (sin θ cosϕ, sin θ sinϕ, cos θ)⊤, θ ∈ [0, r], ϕ ∈ [0, 2π]}.52

It is easy to verify that for any ϑ ∈ [0, π], arccos(0.5(1− cos r)(cosϑ− 1) + 1) ∈ [0, r].53

Now, we introduce the definition of a spherical cap t-subdesign.54

Definition 1.1. Let C(e3, r) be the spherical cap with radius r ∈ (0, π), Yn :=55

{yj ∈ S2 : yj = (sinϑj cosϕj , sinϑj sinϕj , cosϑj)
⊤, j = 1, . . . , n} be a spherical56

t-design and let θj = arccos(0.5(1− cos r)(cosϑj − 1) + 1), j = 1, . . . , n. We call the57

point set X Y
n := {xj ∈ C(e3, r) : xj = (sin θj cosϕj , sin θj sinϕj , cos θj)

⊤, j = 1, . . . , n}58

a spherical cap t-subdesign induced by the spherical t-design Yn.59

For convenience, we denote the upper hemisphere (that is C(e3, 0.5π)) by S2+, and60

call the spherical cap t-subdesign over S2+ a hemispherical t-subdesign.61

Let {Yℓ,k : ℓ = 0, 1, . . . , t, k = 1, . . . , 2ℓ + 1} be a set of real spherical harmonics62

orthonormal with respect to the L2 inner product on S2, where Yℓ,k is a spherical63

harmonic of degree ℓ (see for example [4, 13]). It is known [2] that for every p ∈ Pt(S2),64

there is a unique vector α = (αℓ,k) ∈ R(t+1)2 such that65

(1.1) p(x) =

t∑
ℓ=0

2ℓ+1∑
k=1

αℓ,kYℓ,k(x), x ∈ S2.66

We call p =
∑t

ℓ=0 αℓ,1Yℓ,1 ∈ Pt(S2) a zonal polynomial of degree at most t on S2 (see67

for example [13]). In Section 3, we show that a spherical cap t-subdesign X Y
n over68

C(e3, r) induced by the spherical t-design Yn provides equal weight quadrature rules69

for zonal polynomials, that is,70

(1.2)
1

2π(1− cos r)

∫
C(e3,r)

p(x)dω(x) =
1

n

n∑
j=1

p(xj), xj ∈ X Y
n71

holds for any zonal polynomial p ∈ Pt(S2).72

In [18], the authors introduced a set of hemispherical orthonormal functions73

{Hℓ,k : ℓ = 0, 1, . . . , t, k = 1, . . . , 2ℓ+ 1} which are derived from the shifted Legendre74

polynomials of degree at most t. The set of functions {Hℓ,k} shows a promising per-75

spective in hemisphere related issues, such as surface description or construction of76

hemisphere-like anatomical surface [19, 23], rendering and global illumination [18, 25].77
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Inspired by [18], we define a set of orthonormal functions {T r
ℓ,k} over a spherical cap78

C(e3, r) with radius r ∈ (0, π). {T r
ℓ,k} coincide with {Hℓ,k} when r = 0.5π. In Section79

3, we show that the spherical cap t-subdesign X Y
n provides an equal weight quadra-80

ture rule integrating exactly all functions expanded by {T r
ℓ,k} defined by the shifted81

Legendre polynomials of degree at most t.82

In Section 4, we study the non-polynomial approximation of continuous functions83

and sparse signal recovery on spherical caps using spherical cap t-subdesigns induced84

by spherical t-designs and orthonormal functions {T r
ℓ,k}. We derive error bounds in85

L2 norm and ∥ · ∥∞ norm for the non-polynomial approximation, and formulate a86

non-convex minimization model for sparse signal recovery.87

The main contributions of this paper are summarized as follows.88

• We define the spherical cap t-subdesign X Y
n over C(e3, r) induced by the89

spherical t-design Yn, and show that X Y
n provides an equal weight quadrature90

rule for zonal polynomials of degree at most t and all functions expanded91

by orthonormal functions {T r
ℓ,k} over C(e3, r) defined by shifted Legendre92

polynomials of degree at most t. Moreover, we present an addition theorem93

for {T r
ℓ,k}.94

• We derive error bounds of the non-polynomial approximation of continuous95

functions and present an efficient sparse signal recovery method on C(e3, r)96

using the spherical cap t-subdesign X Y
n and orthonormal functions {T r

ℓ,k}.97

The rest of this paper is organized as follows. In Section 2, we give notations,98

the relationship among {Yℓ,k}, {Hℓ,k} and {T r
ℓ,k}, an addition theorem for {T r

ℓ,k},99

and an analogues of the Funk-Hecke formula on C(e3, r). In Section 3, we show100

that the spherical cap t-subdesign X Y
n induced by the spherical t-design provides101

good quadrature rules for a class of functions. In Section 4, we first study the non-102

polynomial approximation and sparse signal recovery on spherical caps using X Y
n and103

{T r
ℓ,k}. In Section 5, we present numerical evidence on the quality of spherical cap104

t-subdesigns X Y
n for numerical integration, non-polynomial approximation and sparse105

signal recovery. Finally, we give concluding remarks in Section 6.106

2. Notation and preliminaries.107

2.1. Notation. Let N0 := {0, 1, 2, . . .} denote the set of natural numbers in-108

cluding zero. The geodesic distance on the sphere is dist(x,y) := arccos(x · y), for x,109

y ∈ S2, where x · y = x⊤y is the inner product of x and y. We denote a spherical110

cap with center y ∈ S2 and radius r by C(y, r) := {x ∈ S2 : x · y ≥ cos r}, and the111

rotation group SO(3) := {R ∈ R3×3 : R⊤R = I,detR = 1}, where I ∈ R3×3 is the112

identity matrix. We use ⌊·⌋ to denote the floor function.113

We denote by L2(Ω) the space of square-integrable functions on a nonempty set
Ω ⊆ S2 endowed with the inner product

⟨f, g⟩L2(Ω) =

∫
S2
f(y)g(y)dω(y), ∀f, g ∈ L2(Ω),

and the L2 norm ∥f∥L2(Ω) = (⟨f, f⟩L2(Ω))
1/2. We denote the space of continuous114

functions on Ω by C(Ω) and define ∥f∥∞ := supx∈Ω |f(x)| for f ∈ C(Ω).115

Let Pℓ denote a Legendre polynomial of degree ℓ defined as Pℓ(x) :=
1

2ℓℓ!
dℓ

dxℓ (x
2−116

1)ℓ, ∀x ∈ [−1, 1]. Let s ∈ (−1, 1) and P̃ℓ(x) := Pℓ(
2(x−1)
1−s + 1), x ∈ [s, 1] be a shifted117

Legendre polynomial of degree ℓ. The shifted Legendre polynomials are orthonormal118

on [s, 1], that is,
∫ 1

s
P̃ℓ(x)P̃ℓ′(x)dx = 1−s

2ℓ+1δℓℓ′ , where δℓℓ′ = 1 if ℓ = ℓ′ and 0 otherwise.119
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2.2. Spherical harmonics. The standard basis for spherical harmonics of de-120

gree ℓ ∈ N0 is (see for example [4])121

Yℓ,1(ϑ, ϕ) = Nℓ,0Pℓ(cosϑ),122

Yℓ,2m(ϑ, ϕ) = Nℓ,mPℓ,m(cosϑ) cosmϕ,123

Yℓ,2m+1(ϑ, ϕ) = Nℓ,mPℓ,m(cosϑ) sinmϕ, m = 1, . . . , ℓ,124

where ϑ ∈ [0, π], ϕ ∈ [0, 2π], Nℓ,m =
√

2ℓ+1
2π

(ℓ−m)!
(ℓ+m)! , Nℓ,0 =

√
2ℓ+1
4π and Pℓ,m is an asso-125

ciated Legendre function, i.e., Pℓ,m(x) = (−1)m(1− x2)
m
2 P

(m)
ℓ (x), ∀x ∈ [−1, 1], m =126

1, . . . , ℓ. For any ℓ ∈ N0, Yℓ,1 is called a zonal spherical harmonic. For convenience, we127

denote by Yℓ,k a real-valued spherical harmonic of degree ℓ ∈ N0, order k ∈ {1, . . . , 2ℓ+128

1} and write Yℓ,k(y) := Yℓ,k(ϑ, ϕ) with y = (sinϑ cosϕ, sinϑ sinϕ, cosϑ)⊤ ∈ S2.129

The spherical harmonics are L2(S2)-orthonormal to each other, that is,130

(2.1)

∫
S2
Yℓ,k(y)Yℓ′,k′(y)dω(y) = δℓℓ′δkk′ .131

The set of spherical harmonics {Yℓ,k : k = 1, 2, . . . , 2ℓ + 1, ℓ = 0, 1, . . . , t} forms a132

complete L2(S2)-orthonormal basis of Pt(S2). Moreover, Pt(S2+) = span{Yℓ,k|S2+ : k =133

1, 2, . . . , 2ℓ + 1, ℓ = 0, 1, . . . , t}, due to the linear independence of Yℓ,k|S2+ which are134

the restrictions of Yℓ,k to the hemisphere. The addition theorem (see for example [4])135

for spherical harmonics is136

(2.2)
∑2ℓ+1

k=1 Yℓ,k(y)Yℓ,k(z) =
2ℓ+1
4π Pℓ(y · z), ∀y, z ∈ S2, ∀ℓ ∈ N0.137

We denote138

(2.3) Gt(y, z) :=
∑t

ℓ=0

∑2ℓ+1
k=1 Yℓ,k(y)Yℓ,k(z) =

∑t
ℓ=0

2ℓ+1
4π Pℓ(y · z), ∀y, z ∈ S2,139

which is a “reproducing kernel” in Pt(S2) [28] and whose value depends only on the140

inner product y · z. Obviously, Gt is rotationally invariant, that is, for y, z ∈ S2 and141

any rotation R ∈ SO(3), Gt(y, z) = Gt(Ry,Rz).142

The Funk-Hecke formula (see for example [13, 16, 17, 20, 27]) which plays an143

important role in the theory of spherical harmonics gives the following.144

Lemma 2.1 (Funk-Hecke Formula). Let f be a continuous function on [−1, 1],
then for any ℓ ∈ N0,∫

S2
f(x · y)Yℓ,k(x)dω(x) = λℓYℓ,k(y), ∀y ∈ S2,

where λℓ = 2π
∫ 1

−1
f(t)Pℓ(t)dt.145

Based on the Funk-Hecke formula and Slepian functions [30] on a spherical cap146

C(e3, r) (see Appendix A for more detail), we obtain the following proposition.147

Proposition 2.2. Let f be a continuous function on [−1, 1]. For any L ∈ N0 and148

any y ∈ S2, let Yλ
L(y) = (λ0Y0,1(y), λ1Y1,1(y), λ1Y1,2(y), . . . , λLYL,2L+1(y))

⊤, where149

λj = 2π
∫ 1

−1
f(t)Pj(t)dt, j = 0, 1, . . . , L. For any fixed r ∈ (0, π) and ℓ ≤ L, we have150

(2.4)

∫
C(e3,r)

f(x · y)Yℓ,k(x)dω(x) = cℓ,kY
λ
L(y), ∀y ∈ S2,151
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where cℓ,k := vℓ,kΛV⊤, Λ = diag(ρ1, . . . , ρL,2L+1) and V = (v1, . . . ,vL,2L+1) with152

ρi,vi being the ith largest eigenvalue and corresponding eigenvector of the matrix D153

defined by (A.1) with t = L, and vℓ,k is the (ℓ2 + k)th row of the matrix V.154

Proof. First we assume that f is a polynomial of degree L ∈ N0 and let dL :=155

(L+1)2. By Appendix A, the Slepian functions of degree ≤ L over C(e3, r) are Si(x) =156 ∑L
j=0

∑2j+1
k=1 vij,kYj,k(x), ∀x ∈ C(e3, r), i = 1, . . . , dL. And, Yℓ,k(x) =

∑dL

i=1 v
i
ℓ,kSi(x),157

∀x ∈ S2, k ∈ {1, . . . , 2ℓ+ 1}, ℓ ≤ L. Then, for any ℓ ≤ L, we have158 ∫
C(e3,r)

f(x · y)Yℓ,k(x)dω(x)

=
∑dL

i=1 v
i
ℓ,k

∫
C(e3,r)

f(x · y)Si(x)dω(x) =
∑dL

i=1 v
i
ℓ,kρi

∫
S2 f(x · y)Si(x)dω(x)

=
∑dL

i=1 v
i
ℓ,kρi

∑L
j=0

∑2j+1
k′=1 v

i
j,k′

∫
S2 f(x · y)Yj,k′(x)dω(x)

=
∑dL

i=1 v
i
ℓ,kρi

∑L
j=0

∑2j+1
k′=1 v

i
j,k′λjYj,k′(y) = cℓ,kY

λ
L(y), ∀y ∈ S2,

159

where the first and third equalities follow from the relationship between Si and Yℓ,k,160

the second equality follows from (A.3) and, for any fixed y ∈ S2, f(x ·y) is a spherical161

polynomial of degree ≤ L, and the last equality follows from the Funk-Hecke formula.162

Now, if f is a continuous function on [−1, 1], then we choose a sequence of poly-163

nomials pL of degree L such that pL converges to f uniformly on [−1, 1]. It follows164

that for L sufficiently large, the desired result holds for f . The proof is completed.165

Remark 2.3. Notice that the matrix D defined by (A.1) is an identity matrix166

when r = π, t = L. Then, ρi = 1 and vi is a unit vector with the ith element being167

1. Thus, (2.4) reduces to the Funk-Hecke Formula.168

2.3. Orthogonal functions on spherical caps. In [18], Gautron et al. pro-169

pose a set of real-valued hemispherical orthogonal functions derived from a shifted170

Legendre polynomial of degree ℓ ∈ N0, which have the following form171

Hℓ,1(θ, ϕ) =
√
2Nℓ,0P̃ℓ(cos θ),172

Hℓ,2m(θ, ϕ) =
√
2Nℓ,mP̃ℓ,m(cos θ) cosmϕ,173

Hℓ,2m+1(θ, ϕ) =
√
2Nℓ,mP̃ℓ,m(cos θ) sinmϕ, m = 1, 2, . . . , ℓ,174

where θ ∈ [0, π2 ], ϕ ∈ [0, 2π], P̃ℓ,m(cos θ) := Pℓ,m(2 cos θ−1). For convenience, we write175

Hℓ,k(x) := Hℓ,k(θ, ϕ), k ∈ {1, . . . , 2ℓ+1} with x = (sin θ cosϕ, sin θ sinϕ, cos θ)⊤ ∈ S2+.176

Remark 2.4. Although {Hℓ,k} are called hemispherical harmonics in [19, 23, 25],177

{Hℓ,k} are not harmonic functions on S2+. For example, for ℓ = 1 and k = 2,178

H1,2(x) = H1,2(θ, ϕ) = 2
√

3
8π P̃1,1(cos θ) cosϕ179

=
√

3
2π (−1)1(1− (2 cos θ − 1)2)

1
2 cosϕ = −x

√
6
π

√
z

1+z ,180

where x = (x, y, z)⊤ = (sin θ cosϕ, sin θ sinϕ, cos θ)⊤ ∈ S2+. Thus,

∇2H1,2(x) =
∂2H1,2(x)

∂x2 +
∂2H1,2(x)

∂y2 +
∂2H1,2(x)

∂z2 =
∂2H1,2(x)

∂z2 ̸= 0,

which implies that H1,2 is not a harmonic function.181

Similarly, we define a set of orthonormal functions over a spherical cap C(e3, r)182

with r ∈ (0, π) derived from a shifted Legendre polynomial of degree ℓ ∈ N0 as follows,183

T r
ℓ,1(θ, ϕ) =

√
κNℓ,0Pℓ(κ cos θ + 1− κ),184
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T r
ℓ,2m(θ, ϕ) =

√
κNℓ,mPℓ,m(κ cos θ + 1− κ) cosmϕ,185

T r
ℓ,2m+1(θ, ϕ) =

√
κNℓ,mPℓ,m(κ cos θ + 1− κ) sinmϕ, m = 1, 2, . . . , ℓ,186

where θ ∈ [0, r], ϕ ∈ [0, 2π], κ := 2/(1− cos r). For convenience, we write T r
ℓ,k(x) :=187

T r
ℓ,k(θ, ϕ), k ∈ {1, 2, . . . , 2ℓ+ 1} with x = (sin θ cosϕ, sin θ sinϕ, cos θ)⊤ ∈ C(e3, r).188

Notice that Hℓ,k = T 0.5π
ℓ,k , ∀ℓ ∈ N0, k = 1, . . . , 2ℓ + 1. The functions {T r

ℓ,k} are189

L2(C(e3, r))-orthonormal to each other, i.e.,190

(2.5)

∫
C(e3,r)

T r
ℓ,k(x)T

r
ℓ′,k′(x)dω(x) = δℓℓ′δkk′ .191

Following the definitions of {T r
ℓ,k} and {Yℓ,k}, we have the following proposition.192

Proposition 2.5. Let r ∈ (0, π) be fixed and κ := 2/(1− cos r). For any θ ∈193

[0, r], let ϑ = arccos(κ cos θ + 1− κ). Then, ϑ ∈ [0, π] and194

(2.6) T r
ℓ,k(θ, ϕ) =

√
κYℓ,k(ϑ, ϕ), ∀ℓ ∈ N0, k ∈ {1, 2, . . . , 2ℓ+ 1}.195

In particular, Hℓ,k(θ, ϕ) =
√
2Yℓ,k(ϑ, ϕ).196

Now we give the relation between {Yℓ,k} and {T r
ℓ,k} at x ∈ C(e3, r).197

Proposition 2.6. Let r ∈ (0, π) be fixed and κ := 2/(1− cos r). For ℓ ∈ N0 and198

k ∈ {1, 2, . . . , 2ℓ + 1}, let ν = ⌊k/2⌋ and βj =
√
κajNℓ,ν/Nj,ν if ν ̸= 0, otherwise,199

βj = ajNℓ,0/(
√
κNj,0), where aj = 0.5κ(2j + 1)

∫ 1

cos r
Pℓ(x)Pj(κx + 1 − κ)dx, j =200

ν, . . . , ℓ, then201

(2.7)

(
κ2x · e3 + 2κ− κ2

1 + x · e3

) ν
2

Yℓ,k(x) =

ℓ∑
j=ν

βjT
r
j,k(x), ∀x ∈ C(e3, r).202

In particular,
(

4x·e3

1+x·e3

) ν
2

Yℓ,k(x) =
∑ℓ

j=ν βjHj,k(x), ∀x ∈ S2+.203

Proof. For any ℓ ∈ N0, θ ∈ [0, r] and ϕ ∈ [0, 2π], let204

ψℓ,1(θ, ϕ) =
√
κNℓ,0Pℓ(κ cos θ + 1− κ),205

ψℓ,2m(θ, ϕ) = (−1)m
√
κNℓ,mP

(m)
ℓ (κ cos θ + 1− κ) sinm θ cosmϕ,206

ψℓ,2m+1(θ, ϕ) = (−1)m
√
κNℓ,mP

(m)
ℓ (κ cos θ + 1− κ) sinm θ sinmϕ, m = 1, . . . , ℓ.207

For convenience, we write ψℓ,k(x) := ψℓ,k(θ, ϕ), k ∈ {1, 2, . . . , 2ℓ + 1}, with x =208

(sin θ cosϕ, sin θ sinϕ, cos θ)⊤ ∈ C(e3, r).209

We can see that210

Pℓ,m(κ cos θ + 1− κ) = (−1)m(1− (κ cos θ + 1− κ)2)
m
2 P

(m)
ℓ (κ cos θ + 1− κ)

= (−1)m
(

κ2 cos θ+2κ−κ2

1+cos θ

)m
2

P
(m)
ℓ (κ cos θ + 1− κ) sinm θ,

211

which implies212

(2.8) T r
ℓ,k(x) =

(
κ2x·e3+2κ−κ2

1+x·e3

) ν
2

ψℓ,k(x), ∀x ∈ C(e3, r).213

6
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On the other hand, for θ ∈ [0, r],214

Nℓ,mPℓ,m(cos θ) = Nℓ,m(−1)m(1− cos2 θ)
m
2 P

(m)
ℓ (cos θ)

=
∑ℓ

j=m
κajNℓ,m

Nj,m
(−1)mNj,mP

(m)
j (κ cos θ + 1− κ) sinm θ

=
∑ℓ

j=m βj(−1)m
√
κNj,mP

(m)
j (κ cos θ + 1− κ) sinm θ,

Nℓ,0Pℓ(cos θ) =
∑ℓ

j=0 βj
√
κNj,0Pj(κ cos θ + 1− κ),

215

where the second and last equalities follow from definition of aj . Thus, by definitions216

of ψℓ,k and Yℓ,k, we have217

(2.9) Yℓ,k(x) =
∑ℓ

j=ν βjψj,k(x), ∀x ∈ C(e3, r).218

Multiplying
(

κ2x·e3+2κ−κ2

1+x·e3

) ν
2

on both sides of (2.9), combing (2.8), we obtain (2.7).219

Taking r = 0.5π, we obtain the rest of the proposition. The proof is completed.220

Remark 2.7. Let s ∈ (−1, 1), P̃ℓ(x) := Pℓ(
2(x−1)
1−s + 1), x ∈ [s, 1]. Let Pℓ([−1, 1])221

be the space of polynomials of degree at most ℓ on [−1, 1]. It is easy to see (see for222

example [24]) that P̃ℓ ∈ Pℓ([−1, 1]). Thus, P̃ℓ(x) =
∑ℓ

j=0 bjPj(x), x ∈ [s, 1], where223

bj = 2j+1
2

∫ 1

−1
P̃ℓ(x)Pj(x)dx. Moreover, P̃

(m)
ℓ (x) =

∑ℓ
j=m bjP

(m)
j (x), m = 1, . . . , ℓ,224

∀x ∈ [s, 1]. For ℓ ∈ N0, k ∈ {1, 2, . . . , 2ℓ + 1}, let ν = ⌊k/2⌋, γj =
√
κbjNℓ,ν/Nj,ν ,225

j = ν, . . . , ℓ. Following a similar argument of Proposition 2.6, for any ℓ ∈ N0, k ∈226

{1, 2, . . . , 2ℓ+ 1}, we obtain,227

(2.10) T r
ℓ,k(x) =

(
κ2x·e3+2κ−κ2

1+x·e3

) ν
2 ∑ℓ

j=ν γjYj,k(x), ∀x ∈ C(e3, r),228

which shows that {T r
ℓ,k} are not polynomials except when k = 1.229

We next present an addition theorem for {T r
ℓ,k}.230

Theorem 2.8. Let C(e3, r) be the spherical cap with radius r ∈ (0, π). For any231

ℓ ∈ N0 and x, z ∈ C(e3, r), there is a rotation matrix Rxz ∈ SO(3) such that232

(2.11)

2ℓ+1∑
k=1

T r
ℓ,k(x)T

r
ℓ,k(z) =

2ℓ+ 1

2π(1− cos r)
Pℓ(x

⊤Rxzz).233

In particular, (i)
∑2ℓ+1

k=1 Hℓ,k(x)Hℓ,k(z) =
2ℓ+1
2π Pℓ(x

⊤Rxzz), ∀x, z ∈ S2+. (ii) Rxz = I234

when x = z.235

Proof. Let r ∈ (0, π) be fixed and κ := 2/(1−cos r). For any (θ, ϕ) ∈ [0, r]×[0, 2π],236

let γ = arccos(κ cos θ + 1− κ)− θ and237

(2.12) R(θ, ϕ) :=

 cos2 ϕ cos γ + sin2 ϕ (cos γ − 1) cosϕ sinϕ cosϕ sin γ
(cos γ − 1) cosϕ sinϕ sin2 ϕ cos γ + cos2 ϕ sinϕ sin γ

− cosϕ sin γ − sinϕ sin γ cos γ

 .238

Let Rxz = R(θ1, ϕ1)
⊤R(θ2, ϕ2), where (θ1, ϕ1), (θ2, ϕ2) ∈ [0, r] × [0, 2π] are the po-239

lar coordinates of x, z ∈ C(e3, r), respectively. It is easy to verify that R(θ1, ϕ1),240

R(θ2, ϕ2), Rxz ∈ SO(3). Moreover, Rx := R(θ1, ϕ1)x ∈ S2 and Rz := R(θ2, ϕ2)z ∈241

S2. By Proposition 2.5,242

2ℓ+1∑
k=1

T r
ℓ,k(x)T

r
ℓ,k(z) = κ

2ℓ+1∑
k=1

Yℓ,k(Rx)Yℓ,k(Rz) =
κ(2ℓ+ 1)

4π
Pℓ(x

⊤Rxzz),243
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where the last equality follows from (2.2). Thus, (2.11) holds. Taking r = 0.5π, we244

obtain (i), and (ii) follows from definition of Rxz. The proof is completed.245

Remark 2.9. In [15], the authors provided an addition theorem for {Hℓ,k} as246

(2.13) P̃ℓ(x1 · x2) =
2π

2ℓ+ 1

2ℓ+1∑
k=1

Hℓ,k(x1)Hℓ,k(x2), ∀x1,x2 ∈ S2+.247

However, the following example shows that the equality in (2.13) does not hold.248

Let ℓ = 1, x1 = (1, 0, 0)⊤ and x2 = (
√
3/2, 0, 1/2)⊤, we have H1,2(x1) =249

H1,3(x1) = 0, H1,1(x1) = −
√
3/2π and H1,1(x2) = H1,3(x2) = 0, H1,2(x2) =

√
3/2π.250

Thus, 2π
3

∑3
k=1H1,k(x1)H1,k(x2) = 0, but251

P̃1(x1 · x2) = P̃1(
√
3/2) = P1(

√
3− 1) =

√
3− 1 ̸= 0,252

which implies that (2.13) in [15] is not correct.253

Remark 2.10. Let {T r
ℓ,k} be the set of orthonormal functions over C(e3, r), let

C(x̄, r) be another spherical cap with center x̄ ∈ S2 and the same radius r, and
R ∈ SO(3) be a rotation matrix such that Rx̄ = e3. Then the functions T r

ℓ,k(Rz),
∀z ∈ C(x̄, r) are L2(C(x̄, r))-orthonormal, i.e.,∫

C(x̄,r)
T r
ℓ,k(Rz)T r

ℓ′,k′(Rz)dω(z) =

∫
C(e3,r)

T r
ℓ,k(x)T

r
ℓ′,k′(x)dω(x) = δℓℓ′δkk′ .

3. Quadrature rules on spherical caps. In this section, we show that spheri-254

cal cap t-subdesigns induced by a spherical t-design provides equal weight quadrature255

rules for the numerical integration of zonal polynomials and orthonormal functions256

{T r
ℓ,k} over a spherical cap C(e3, r) with radius r ∈ (0, π) and nonnegative weights257

rules for the numerical integration of spherical harmonics over C(e3, r).258

3.1. Quadrature rules for p ∈ Pt(C(e3, r)). In this subsection, we present259

positive weights quadrature rules on C(e3, r) by the spherical cap t-subdesign. We260

begin with the following lemma.261

Lemma 3.1. Let C(e3, r) be the spherical cap with radius r ∈ (0, π) and X Y
n be a262

spherical cap t-subdesign over C(e3, r) induced by a spherical t-design Yn. Then, the263

following quadrature rule is exact for all T r
ℓ,k with ℓ ≤ t, ∀k ∈ {1, 2, . . . , 2ℓ+ 1},264

(3.1)
1

2π(1− cos r)

∫
C(e3,r)

T r
ℓ,k(x)dω(x) =

1

n

n∑
j=1

T r
ℓ,k(xj), xj ∈ X Y

n .265

Proof. Let κ = 2/(1− cos r). For ℓ = 0, 1, . . . , t, k = 1, 2, . . . , 2ℓ+ 1, we have266

n∑
j=1

T r
ℓ,k(xj) =

√
κ

n∑
j=1

Yℓ,k(yj) =

√
κn

4π

∫
S2
Yℓ,k(y)dω(y) =

{ √
κn√
4π

if ℓ = 0

0 if ℓ ̸= 0,
267

where yj ∈ Yn, the first equality follows from (2.6), the second equality follows from268

definition of spherical t-design and the last equality follows from Y0,1(y) = 1/
√
4π,269

∀y ∈ S2 and orthogonality of Yℓ,k.270

On the other hand,271 ∫
C(e3,r)

T r
ℓ,k(x)dω(x) =

√
4π
κ

∫
C(e3,r)

T r
ℓ,k(x)T

r
0,1(x)dω(x) =

{ √
4π
κ if ℓ = 0

0 if ℓ ̸= 0,
272
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where the second equality follows from T r
0,1(x) =

√
κ
4π , ∀x ∈ C(e3, r) and the last273

equality follows from (2.5). The proof is completed.274

Based on Lemma 3.1 and Proposition 2.6, we can derive the following nonnegative275

weights quadrature rule for the numerical integration of spherical harmonics over276

C(e3, r).277

Theorem 3.2. Adopts the conditions of Lemma 3.1. Then we have the following278

equality for any spherical harmonic Yℓ,k of degree at most t,279

(3.2)∫
C(e3,r)

Yℓ,k(x)dω(x) =

{
2π(1−cos r)

n

∑n
j=1 Yℓ,1(xj) if k = 1

0 otherwise,
where xj ∈ X Y

n .280

Proof. Since
∫ 2π

0
cos(kϕ)dϕ = 0 and

∫ 2π

0
sin(kϕ)dϕ = 0 for any integer k, we have281 ∫

C(e3,r)
Yℓ,k(x)dω(x) = 0 if k ̸= 1. By Proposition 2.6, we have282 ∫

C(e3,r)

Yℓ,1(x)dω(x) =

∫
C(e3,r)

ℓ∑
i=0

βiT
r
i,1(x)dω(x)283

=
2π(1− cos r)

n

n∑
j=1

ℓ∑
i=0

βiT
r
i,1(xj) =

2π(1− cos r)

n

n∑
j=1

Yℓ,1(xj),284

where the first and last equalities follow from Proposition 2.6 by taking k = 1, and285

the second equality follows from Lemma 3.1. Thus, we obtain (3.2).286

Corollary 3.3. Let C(e3, r) be the spherical cap with radius r ∈ (0, π) and X Y
n287

be a spherical cap 2t-subdesign over C(e3, r) induced by a spherical 2t-design Yn. For288

any spherical polynomial p ∈ Pt(S2) of degree L ≤ t, we have289

(3.3)

∫
C(e3,r)

p(x)dω(x) =
2π(1− cos r)

n

n∑
j=1

L∑
ℓ=0

αℓ,1Yℓ,1(xj), xj ∈ X Y
n ,290

where αℓ,1 = 4π
n

∑n
j=1 p(yj)Yℓ,1(yj), yj ∈ Yn, ℓ = 0, 1, . . . , L.291

Proof. For any spherical polynomial p ∈ Pt(S2) of degree L ≤ t, there are292

unique αℓ,k ∈ R such that p =
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,kYℓ,k ∈ Pt(S2). Since Yn is a spher-293

ical 2t-design, we have αℓ,k =
∫
S2 p(y)Yℓ,k(y)dω(y) = 4π

n

∑n
j=1 p(yj)Yℓ,k(yj), ℓ =294

0, 1, . . . , L ≤ t, k = 1, 2, . . . , 2ℓ+ 1. Moreover,295 ∫
C(e3,r)

p(x)dω(x) =

t∑
ℓ=0

2ℓ+1∑
k=1

αℓ,k

∫
C(e3,r)

Yℓ,k(x)dω(x)

=

t∑
ℓ=0

αℓ,1

∫
C(e3,r)

Yℓ,1(x)dω(x) =
2π(1− cos r)

n

t∑
ℓ=0

n∑
j=1

αℓ,1Yℓ,1(xj),

296

where the second equality follows from
∫
C(e3,r)

Yℓ,k(x)dω(x) = 0 if k ̸= 1, and the297

third equality follows from Theorem 3.2. The proof is completed.298

3.2. Equal weight quadrature rules. In this section, we show that the spher-299

ical cap t-subdesign induced by a spherical t-design provides an equal weight quadra-300

ture rule that integrates exactly zonal spherical polynomials of degree ≤ t.301

Recall p =
∑t

ℓ=0 αℓ,1Yℓ,1 ∈ Pt(C(e3, r)), where αℓ,1 ∈ R, a zonal polynomial of302

degree at most t on C(e3, r).303
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Theorem 3.4. Let C(e3, r) be the spherical cap with radius r ∈ (0, π) and X Y
n be304

a spherical cap t-subdesign over C(e3, r) induced by a spherical t-design Yn. Then the305

following equal weight quadrature306

1

2π(1− cos r)

∫
C(e3,r)

p(x)dω(x) =
1

n

n∑
j=1

p(xj), xj ∈ X Y
n307

holds for any zonal polynomial p ∈ Pt(C(e3, r)) of degree at most t.308

Since Theorem 3.4 is a direct result of Theorem 3.2, we omit its proof here.309

Next, we present equal weight quadrature rules for the numerical integration of310

zonal spherical polynomials over any spherical caps with radius r ∈ (0, π).311

Lemma 3.5. Adopt conditions of Theorem 3.4. Let GL be defined as (2.3), for312

any L ≤ t, we have313

1

2π(1− cos r)

∫
C(e3,r)

GL(x, e3)dω(x) =
1

n

n∑
j=1

GL(xj , e3), xj ∈ X Y
n .314

Proof. Taking y = x ∈ C(e3, r) and z = e3 in (2.3), we have

GL(x, e3) =
∑L

ℓ=0
2ℓ+1
4π Pℓ(x · e3) =

∑L
ℓ=0 cℓYℓ,1(x) ∈ Pt(S2),

where cℓ =
2ℓ+1
4πNℓ,0

, ℓ = 0, 1, . . . , L ≤ t. By Theorem 3.4, we obtain this lemma.315

Theorem 3.6. Adopt conditions of Theorem 3.4. Then, for any fixed z ∈ S2 and316

L ≤ t, we have317

1

2π(1− cos r)

∫
C(z,r)

GL(y, z)dω(y) =
1

n

n∑
j=1

GL(xj , e3), xj ∈ X Y
n .318

Proof. For a fixed point z ∈ S2, let R ∈ SO(3) be the rotation matrix of z such319

that Rz = e3 and Ry ∈ C(e3, r) for y ∈ C(z, r). By the rotational invariance of GL,320

we have GL(y, z) = GL(Ry, e3), y ∈ S2. Thus, for any L ≤ t,321 ∫
C(z,r)GL(y, z)dω(y) =

∫
C(z,r)GL(Ry, e3)dω(y) =

∫
C(e3,r)

GL(x, e3)dω(x)322

= 2π(1−cos r)
n

∑n
j=1GL(xj , e3),323

where the second equality follows from x = Ry, R⊤R = I and det(R) = 1 and the324

last equality follows from Lemma 3.5. The proof is completed.325

In the following, we give the equal weight quadrature rule for the numerical inte-326

gration of any function f over C(e3, r) that has the following expansion327

(3.4) f(x) =

L∑
ℓ=0

2ℓ+1∑
k=1

αℓ,kT
r
ℓ,k(x), x ∈ C(e3, r), where αℓ,k ∈ R.328

329

Theorem 3.7. Adopt conditions of Theorem 3.4. Then the quadrature rule330

(3.5)
1

2π(1− cos r)

∫
C(e3,r)

f(x)dω(x) =
1

n

n∑
j=1

f(xj), xj ∈ X Y
n ,331

holds for any function f with expansion (3.4) and L ≤ t.332
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Proof. By (3.4) and Lemma 3.1, we obtain333 ∫
C(e3,r)

f(x)dω(x) =
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,k

∫
C(e3,r)

T r
ℓ,k(x)dω(x)

= 4π
κn

∑L
ℓ=0

∑2ℓ+1
k=1 αℓ,k

∑n
j=1 T

r
ℓ,k(xj) =

4π
κn

∑n
j=1 f(xj), xj ∈ X Y

n .
334

where κ := 2/(1− cos r). The proof is completed.335

Corollary 3.8. Let C(e3, r) be the spherical cap with radius r ∈ (0, π) and X Y
n be336

a spherical cap 2t-subdesign over C(e3, r) induced by a spherical 2t-design Yn. Then,337

for any function f with expansion (3.4) and L ≤ t, we have338

1

2π(1− cos r)

∫
C(e3,r)

f(x)T r
ℓ,k(x)dω(x) =

1

n

n∑
j=1

f(xj)T
r
ℓ,k(xj), xj ∈ X Y

n ,

ℓ = 0, 1, . . . , L, k = 1, . . . , 2ℓ+ 1.

339

Proof. Let κ = 2/(1− cos r). By (3.4), we have340 ∑n
j=1 f(xj)T

r
ℓ,k(xj) =

∑n
j=1

∑L
ℓ′=0

∑2ℓ′+1
k′=1 αℓ′,k′T r

ℓ′,k′(xj)T
r
ℓ,k(xj)

=κ
∑n

j=1

∑L
ℓ′=0

∑2ℓ′+1
k′=1 αℓ′,k′Yℓ′,k′(yj)Yℓ,k(yj)

=κn
4π

∑L
ℓ′=0

∑2ℓ′+1
k′=1 αℓ′,k′

∫
S2 Yℓ′,k′(y)Yℓ,k(y)dω(y) =

κn
4παℓ,k

=κn
4π

∫
C(e3,r)

f(x)T r
ℓ,k(x)dω(x),

341

where yj ∈ Yn, the second equality follows from (2.6), the third equality follows from
that Yn is a spherical 2t-design, the fourth equality follows from orthogonality of Yℓ,k
and the last equality follows from

αℓ,k =
∫
C(e3,r)

∑L
ℓ=0

∑2ℓ+1
k=1 αℓ,kT

r
ℓ,k(x)T

r
ℓ′,k′(x)dω(x) =

∫
C(e3,r)

f(x)T r
ℓ′,k′(x)dω(x).

Thus, we complete the proof.342

4. Approximation on spherical caps. In this section, we study approxima-343

tion and sparse signal recovery using orthonormal functions {T r
ℓ,k} and spherical cap344

t-subdesigns over the spherical cap C(e3, r) with radius r ∈ (0, π).345

4.1. Non-polynomial approximation. Inspired by hyperinterpolation [31],346

which is a discretization of the L2(S2) orthogonal projection of a continuous func-347

tion f on the sphere onto PL(S2) by a quadrature rule, we study non-polynomial ap-348

proximation of a continuous function over C(e3, r) by constructing a non-polynomial349

function through spherical cap t-subdesigns and orthonormal functions {T r
ℓ,k}.350

Let X Y
n ⊂ C(e3, r) be a spherical cap t-subdesign induced by a spherical t-design

Yn ⊂ S2 for t ≥ 2L, following [31], we define the “discrete inner product” correspond-
ing to the L2 inner product on C(e3, r) as

⟨f, g⟩n :=
2π(1− cos r)

n

n∑
j=1

f(xj)g(xj), xj ∈ X Y
n , f, g ∈ C(C(e3, r)),

and the non-polynomial approximation of a continuous function f ∈ C(C(e3, r)) as351

(4.1) TLf :=

L∑
ℓ=0

2ℓ+1∑
k=1

⟨f, T r
ℓ,k⟩nT r

ℓ,k.352
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Notice that TLf ∈ L2(C(e3, r)). It is easy to verify that353

(4.2) ⟨T r
ℓ,k, T

r
ℓ′,k′⟩L2(C(e3,r)) = ⟨T r

ℓ,k, T
r
ℓ′,k′⟩n = δℓℓ′δkk′354

for any ℓ, ℓ′ satisfying ℓ + ℓ′ ≤ 2L, k = 1, . . . , 2ℓ + 1, k′ = 1, . . . , 2ℓ′ + 1. Hence if355

f ∈ C(C(e3, r)) has the exact expansion (3.4) with 2L ≤ t, then TLf = f .356

The following lemma presents a property of TL.357

Lemma 4.1. Let C(e3, r) be the spherical cap with radius r ∈ (0, π) and X Y
n be358

a spherical cap t-subdesign induced by a spherical t-design Yn for t ≥ 2L. Given359

f ∈ C(C(e3, r)), let TLf be defined by (4.1). We have ⟨TLf, TLf⟩n ≤ ⟨f, f⟩n.360

Proof. By (4.1),361

⟨TLf, T
r
ℓ,k⟩n =

∑L
ℓ′=0

∑2ℓ′+1
k′=1 ⟨f, T r

ℓ′,k′⟩n⟨T r
ℓ′,k′ , T r

ℓ,k⟩n = ⟨f, T r
ℓ,k⟩n, ∀ℓ ≤ L,362

where the last equality follows from (4.2). We obtain ⟨TLf, TLf⟩n = ⟨f, TLf⟩n. Thus,

⟨f − TLf, f − TLf⟩n = ⟨f, f⟩n + ⟨TLf, TLf⟩n − 2⟨f, TLf⟩n = ⟨f, f⟩n − ⟨TLf, TLf⟩n,

which implies ⟨TLf, TLf⟩n ≤ ⟨f, f⟩n due to ⟨f − TLf, f − TLf⟩n ≥ 0.363

Based on Lemma 4.1, we derive the L2(C(e3, r)) approximation error bound.364

Theorem 4.2. Let C(e3, r) be a spherical cap with radius r ∈ (0, π) and X Y
n be365

a spherical cap t-subdesign induced by a spherical t-design Yn for t ≥ 2L. Given366

f ∈ C(C(e3, r)), we have367

∥TLf∥L2(C(e3,r)) ≤
√

2π(1− cos r)∥f∥∞,(4.3)368

∥TLf − f∥L2(C(e3,r)) ≤ 2
√
2π(1− cos r)EL(f),(4.4)369

where EL(f) := infαℓ,k∈R ∥f −
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,kT

r
ℓ,k∥∞.370

Proof. Let κ = 2/(1− cos r). Inequality (4.3) follows from371

∥TLf∥2L2(C(e3,r))
= ⟨TLf, TLf⟩n ≤ ⟨f, f⟩n = 4π

κn

∑n
j=1(f(xj))

2 ≤ 4π
κ ∥f∥2∞, xj ∈ X Y

n ,372

where the first equality follows from (4.2) and the first inequality follows from Lemma373

4.1. Now we prove (4.4). Let h(x) =
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,kT

r
ℓ,k(x), x ∈ C(e3, r), where374

αℓ,k ∈ R. We have375

∥TLf − f∥L2(C(e3,r)) = ∥TL(f − h) + h− f∥L2(C(e3,r))

≤ ∥TL(f − h)∥L2(C(e3,r)) + ∥h− f∥L2(C(e3,r))

≤
√

4π
κ ∥f − h∥∞ +

√
4π
κ ∥h− f∥∞ = 4

√
π
κ∥f − h∥∞.

(4.5)376

Since (4.5) holds for arbitrary αℓ,k ∈ R, we choose αℓ,k such that ∥f − h∥∞ = EL(f).377

we obtain ∥TLf − f∥L2(C(e3,r)) ≤ 2
√

2π(1− cos r)EL(f). The proof is completed.378

Note that if h in (4.5) is a zonal polynomial of degree L, then EL(f) is the379

error of best uniform approximation to f by a polynomial of degree at most L, and380

the convergence rate of EL(f) has been widely studied, see for example [4, 13] and381

references therein.382

In the following, we give the ∥ · ∥∞ approximation error bound on C(e3, r).383
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Theorem 4.3. Adopts the conditions of Theorem 4.2. Given f ∈ C(C(e3, r)), we384

have385

∥TLf∥∞ ≤ (L+ 1)∥f∥∞,(4.6)386

∥TLf − f∥∞ ≤ (L+ 2)EL(f),(4.7)387

where EL(f) := infαℓ,k∈R ∥f −
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,kT

r
ℓ,k∥∞.388

Proof. Let κ = 2/(1 − cos r), z ∈ C(e3, r) be any fixed point and Rz = R(θ, ϕ),389

where R(·, ·) is defined as (2.12) and (θ, ϕ) ∈ [0, r]× [0, 2π] is the polar coordinate of390

z, then Rzz ∈ S2 and391

|TLf(z)| = |
∑L

ℓ=0

∑2ℓ+1
k=1 ( 4πκn

∑n
j=1 f(xj)T

r
ℓ,k(xj))T

r
ℓ,k(z)|

= |
∑n

j=1
4π
n f(xj)

∑L
ℓ=0

∑2ℓ+1
k=1 Yℓ,k(yj)Yℓ,k(Rzz)| ≤ ∥f∥∞

∑n
j=1

4π
n |GL(yj ,Rzz)|

≤ ∥f∥∞
√
4π(

∑n
j=1

4π
n G

2
L(yj ,Rzz))

1
2 = ∥f∥∞

√
4π(

∫
S2 G

2
L(y,Rzz)dω(y))

1
2

= ∥f∥∞
√
4πG

1/2
L (Rzz,Rzz) = (L+ 1)∥f∥∞, xj ∈ X Y

n , yj ∈ Yn,

392

where the second equality follows from Proposition 2.5, GL is defined as (2.3), the393

second inequality follows from Cauchy-Schwarz inequality, the third equality follows394

from definition of Yn and the last two equalities follows from Theorem 5.5.2 in [32].395

By the arbitrariness of z ∈ C(e3, r), we obtain ∥TLf∥∞ ≤ (L+ 1)∥f∥∞.396

Following a similar proof of (4.5), combing (4.6), we obtain (4.7).397

Corollary 4.4. Adopts the conditions of Theorem 4.2, we have398 ∣∣∣∣∣∣2π(1− cos r)

n

n∑
j=1

f(xj)−
∫
C(e3,r)

f(x)dω(x)

∣∣∣∣∣∣ ≤ 4π(1− cos r)EL(f), xj ∈ X Y
n .399

Proof. Let κ = 2/(1− cos r). It is easy to see that400 ∫
C(e3,r)

TLf(x)dω(x) =
∑L

ℓ=0

∑2ℓ+1
k=1 ⟨f, T r

ℓ,k⟩n
∫
C(e3,r)

T r
ℓ,k(x)dω(x) =

√
4π
κ ⟨f, T r

0,1⟩n

=
√

4π
κ

4π
κn

∑n
j=1 f(xj)T

r
0,1(xj) =

4π
κn

∑n
j=1 f(xj), xj ∈ X Y

n ,
401

where the second equality follows from orthogonality of T r
ℓ,k and T r

0,1(x) =
√
κ/(4π).402

Then, we obtain403 ∣∣∣ 4πκn ∑n
j=1 f(xj)−

∫
C(e3,r)

f(x)dω(x)
∣∣∣ = ∣∣∣∫C(e3,r)

TLf(x)− f(x)dω(x)
∣∣∣

≤
√
2π(1− cos r)∥TLf − f∥L2(C(e3,r)) ≤ 4π(1− cos r)EL(f),

404

where the first inequality follows from Cauchy–Schwarz inequality and the last in-405

equality follows from Theorem 4.2. The proof is completed.406

Corollary 4.5. Let m be an integer and f be an m-times continuously differen-407

tiable zonal function with all such derivatives in C(C(e3, r)) such that f(x) = g(x ·e3),408

x ∈ C(e3, r), where g : [cos r, 1] → R is m-times continuously differentiable. Then,409

EL(f) := infαℓ,k∈R ∥f −
∑L

ℓ=0

∑2ℓ+1
k=1 αℓ,kT

r
ℓ,k∥∞ ≤ O(L−m).410

Proof. We adopt the notations in the proof of Theorem 2.8. Define T r
Lf(x) =411 ∫

C(e3,r)
f(z)VL(Rxx ·Rzz)dω(z), ∀x ∈ C(e3, r), where Rx = R(θ1, ϕ1) and Rz =412
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R(θ2, ϕ2) with (θ1, ϕ1), (θ2, ϕ2) ∈ [0, r] × [0, 2π] being the polar coordinates of x,413

z ∈ C(e3, r), respectively, and VL(·) =
∑2L−1

ℓ=0 χ( ℓ
L )

2ℓ+1
2π(1−cos r)Pℓ(·), where χ : [0,∞) →414

[0, 1] is a C∞ function such that χ(s) = 1, if 0 ≤ s ≤ 1, χ(s) = 0, if s ≥ 2, and415

0 ≤ χ(s) < 1 for 1 < s < 2. By (2.5) and (2.11), T r
Lf is a zonal polynomial. Then,416

by Corollary 4.3 in [4], EL(f) ≤ ∥f − T r
⌈L/2⌉f∥∞ ≤ O(L−m).417

4.2. Sparse signal recovery on the hemisphere. In this section, we apply418

spherical cap t-subdesigns and orthonormal functions {T r
ℓ,k} to sparse signal recovery419

problems on C(e3, r) with radius r ∈ (0, π), where the observed data c ∈ Rm is related420

to a discrete signal v∗ ∈ Rn located on a grid Xn ⊂ C(e3, r) according to421

c = Av∗ + η,422

where η ∈ Rm represents the noise and A ∈ Rm×n is a system matrix, which can be423

defined by a class of functions and a set of points on C(e3, r). To recovery the signal424

v∗ on C(e3, r), we use the optimization problem425

(4.8) min
v∈Rm

∥v∥qq :=
∑n

i=1 |vi|q s.t. ∥Av − c∥l ≤ σ,426

where 0 < q < 1, σ > 0, l ≥ 1, and the matrix A ∈ Rm×n with elements (A)ℓ2+k,j =427

T r
ℓ,k(xj), xj ∈ Xn, ℓ = 0, 1, . . . , L, k = 1, 2, . . . , 2ℓ+ 1, m = (L+ 1)2.428

Notice that if Xn is a spherical cap t-subdesign with t ≥ 2L, we have AA⊤ =429
n

2π(1−cos r)I, which follows from the optimization framework in [10] with l = 2.430

In this paper, we mainly consider the case that the noise η comes from some heavy-431

tailed distributions or contains outliers with l = 1. We assume that the feasible set432

of (4.8) is nonempty and ∥c∥1 > σ so that 0 is not a solution. Notice that model433

(4.8) has been well studied in [38], hence we make a simple sketch of the main results434

here and refer the reader to [38] for details. By Theorem 2.1 in [38], any solution435

of problem (4.8) is on the boundary of the feasible set. It is worth noting that by436

Theorems 2.2 and 2.3 in [38], without any condition on A, there is a q̄ ∈ (0, 1) such437

that for any q ∈ (0, q̄], every optimal solution of (4.8) with l = 1 is an optimal solution438

of the following sparse optimization problem439

(4.9) min
v∈Rm

∥v∥0 :=
∑n

i=1 |vi|0 s.t. ∥Av − c∥1 ≤ σ.440

Since problem (4.8) is nonconvex and non-Lipschitz continuous, it is hard to find441

an optimal solution. Thus, we will focus on finding a stationary point of (4.8) (see442

Definition 3.1 in [38]) by solving a sequence of exact penalty problems of (4.8), i.e.,443

(4.10) min
v∈Rm

∥v∥qq + u(∥Av − c∥1 − σ)+,444

where u > 0 is the penalty parameter and (·)+ = max{·, 0}. The exact penalization445

results can be found in Appendix C in [38]. Due to the nonsmoothness of both parts446

in (4.10), we apply the smoothing penalty method in [38] for finding a stationary447

point of (4.8). For details about the algorithm and convergence analysis, see section448

3 in [38].449

In Subsection 5.3, we show that v∗ can be efficiently recovered by choosing Xn to450

be a spherical cap t-subdesign with t ≥ 2L using optimization model (4.8) with l = 1451

when the noises η follow Student’s t-distribution.452

14

This manuscript is for review purposes only.



5. Numerical simulations. In this section, we present numerical evidence on453

the quality spherical cap t-subdesigns for numerical integration, non-polynomial ap-454

proximation and sparse signal recovery.455

5.1. Geometry of hemispherical t-subdesigns. In this section, we show the
geometrical properties of hemispherical t-subdesigns X Y

n induced by spherical t-designs
Yn with n = (t+ 1)2 [9]. We denote by

h(X Y
n ) := supy∈S2+ minxj∈XY

n
dist(y,xj) and δ(X Y

n ) := mini ̸=j dist(xi,xj)

the local mesh norm of X Y
n and the separation distance of X Y

n with respect to S2+,456

respectively. We know that if Yn = {y1, . . . ,yn} ⊂ S2 is a spherical t-design, then457

the set RYn = {Ry1, . . . ,Ryn} ⊂ S2 is a spherical t-design for any rotation matrix458

R ∈ SO(3). Moreover, δ(Yn) = δ(RYn), for any R ∈ SO(3). Let X Y
n and XRY

n be459

the hemispherical t-subdesigns induced by a spherical t-design Yn and the spherical460

t-design RYn, respectively. Then, we have461

(5.1) minR∈SO(3) δ(XRY
n ) ≤ δ(X Y

n ) ≤ maxR∈SO(3) δ(XRY
n ).462

In the following, we show the separation distance for hemispherical t-subdesigns463

X Y
n induced by spherical t-designs Yn for t ≤ 60 in Figure 1. We also show the464

separation distance for hemispherical t-subdesigns XRY
n induced by spherical t-designs465

RYn, where R ∈ SO(3) is randomly chosen. The local mesh norm of hemispherical466

t-subdesigns X Y
n estimated by using a set of generalized spiral points [6] over the467

hemisphere with 500,000 points is shown in Figure 1.468

Fig. 1. Left: the separation distance for hemispherical t-subdesigns and corresponding spherical
t-designs with t = (n+ 1)2. Right: local mesh norm of hemispherical t-subdesigns.

5.2. Numerical integration and non-polynomial approximation. In this469

section we apply the hemispherical t-subdesigns X Y
n (resp. XRY

n ) induced by computed470

spherical t-designs Yn (resp. RYn) with n = (t + 1)2 points to evaluate integration471

and non-polynomial approximation on the hemisphere. We choose the following two472

functions:473

f1(x) =(4∥x− e3∥+ 1)((1− ∥x− e3∥)+)4,
f2(x) =((0.25− ∥x− x̄∥2)+)3,

474

where x ∈ S2+, x̄ = (1, 1, 4)/
√
18. Note that f1 is a Wendland function [36] has support475

C(e3, π/3). It is nonsmooth at e3 and at the boundary of C(e3, π/3). f2 is in the476
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Solobev spaceHs(S2) for s < 3.5 [22] and has support on a cap C(x̄, arccos(7/8)) ⊂ S2+.477

It is nonsmooth at the boundary of its support. We also apply spherical cap t-478

subdesigns ZY,1
n and ZY,2

n induced by Yn to evaluate integration and non-polynomial479

approximation of f1 and f2 on their support sets, i.e., Ω1 := C(e3, π/3) and Ω2 :=480

C(x̄, arccos(7/8)), respectively. For convenience, we set κ1 = 4 and κ2 = 16.481

5.2.1. Integration. The approximate values of the integral
∫
S2+
fi(x)dω(x) and∫

Ωi
fi(x)dω(x), i = 1, 2, computed by the software Maple are

IS2+(f1) = IΩ1
(f1) = 0.448798950 and IS2+(f2) = IΩ2

(f2) = 0.003067963.

We show the absolute errors |IS2+(fi) −
2π
n

∑n
j=1 fi(xj)|, |IΩi

(fi) − 4π
nκi

∑n
j=1 fi(z

i
j)|,482

xj ∈ X Y
n , z

i
j ∈ ZY,i

n , i = 1, 2, as a function of degree t in Figure 2. From Figure483

2, we can see that the absolute errors are bounded by
√
2π∥Htfi(x) − fi(x)∥L2(S2+)484

(t ≤ 30),
√
π∥Ttf1(x) − f1(x)∥L2(Ω1) (t ≤ 30), respectively, and decreases rapidly485

to around 10−9 at t = 60. Specifically, the absolute error and L2 error for f2 are486

approximately zero for t ≥ 3. Combing Figure 1, we observe that the separation487

distance of hemispherical t-subdesigns affect the absolute errors slightly.

Fig. 2. Absolute errors for f1 (left) and f2 (right).

488

5.2.2. Non-polynomial approximation. In this section, we apply hemispher-489

ical 60-subdesign X Y
3721 and spherical cap 60-subdesigns ZY,i

3721 induced by a computed490

spherical 60-design Y3721 to consider the non-polynomial approximation errors for fi,491

i = 1, 2, on the hemisphere and their support sets, respectively. The L2 norm of the492

approximation errors is estimated by493

∥HLfi(x)− fi(x)∥L2(S2+) ≈ ( 2πn
∑n

j=1 |fi(xj)−HLfi(xj)|2)
1
2 ,xj ∈ X Y

3721,

∥TLfi(x)− fi(x)∥L2(Ωi) ≈ ( 4π
nκi

∑n
j=1 |fi(zij)− TLfi(z

i
j)|2)

1
2 , zij ∈ ZY,i

3721, i = 1, 2.
494

The uniform norm of the approximation errors is estimated by495

∥HLfi(x)− fi(x)∥∞ ≈ maxx∈X◦ |fi(x)−HLfi(x)|,496

∥TLfi(z)− fi(z)∥∞ ≈ maxz∈Z◦
i
|fi(z)− TLfi(z)|, i = 1, 2,497

where X ◦ ⊂ S2+, Z◦
1 ⊂ Ω1, Z◦

2 ⊂ Ω2 are sets of generalized spiral points [6] with498

500000, 250000, 62500 points, respectively.499

The approximation errors for f1 and f2 at every L ≤ 30 are shown in Figures 3 and500

4. From Figures 3(a) and 4(a), we observe that the L2 errors are bounded by uniform501
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errors. In Figures 3(b)-(c) and 4(b)-(c), we show the pointwise errors |HLfi(x)−fi(x)|502

over X ◦, |TLfi(z)− fi(z)| over Z◦
i for L = 30, i = 1, 2. We observe that the uniform503

error for f1 attained at e3 and the uniform error for f2 attained at a point around504

the boundary of spherical cap C(x̄, arccos(7/8)). Specifically, the pointwise errors505

for f2 estimated on Z◦
2 are approximately zero. Besides, the separation distance of506

hemispherical t-subdesigns does not affect the approximation errors.507

(a) Errors for f1 (b) Pointwise errors (c) Pointwise errors

Fig. 3. Estimated approximation errors for f1.

(a) Errors for f2 (b) Pointwise errors (c) Pointwise errors

Fig. 4. Estimated approximation errors for f2.

We further compare the numerical integration and approximation of f1 and f2508

over three different domains, i.e., S2, S2+, Ω1 and Ω2, using spherical harmonics {Yℓ,k}509

and a spherical t-design Yn, orthognormal functions {Hℓ,k} and the hemispherical510

t-subdesign X Y
n induced by Yn, orthognormal functions {T r

ℓ,k} and the spherical cap511

t-subdesign ZY,i
n induced by Yn, i = 1, 2, respectively. The results are shown in Figure512

5, where the left column is the absolute errors of numerical integration, the middle513

column is the L2 approximation errors and the right column is the ∥ · ∥∞ approxima-514

tion errors. We observe that the approximation over their support sets achieves the515

smallest absolute error of numerical integration, L2 and ∥ · ∥∞ approximation errors.516

Thus, both spherical cap t-subdesigns and orthonormal functions {T r
ℓ,k} are promising517

for numerical integration and approximation of functions over spherical caps.518

5.3. Sparse signal recovery on the hemisphere. To construct the matrix519

A and vector c in optimization problem (4.8), we choose the following four point sets520

Yn on the sphere to derive point sets X Y
n on the hemisphere:521

• Spherical t-designs (SF).522

• Maximum determinant (MD) points [33, 39]: the set of points {y1, . . . ,yn} ⊂523

S2 which maximizes the determinant of Y⊤Y, where (Y)ℓ2+k,j = Yℓ,k(yj),524
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Fig. 5. Estimated errors of numerical integration (left column), non-polynomial approximation
(middle and right columns) for f1 and f2.

ℓ = 0, 1, . . . , t, k = 1, . . . , 2ℓ+ 1, j = 1, . . . , n.525

• Tensor product (TP) points: the set of points equally spaced in polar angle526

ϑ ∈ [0, π] and azimuthal angle ϕ ∈ [0, 2π), i.e., ϑi =
π(2i+1)

2nϑ
, i = 0, 1, . . . , nϑ−527

1, ϕj =
2πj
nϕ

, j = 0, 1, . . . , nϕ − 1, which gives n = nϑnϕ distinct points on S2.528

• Gauss-Legendre (GL) points [35]: the set of points uses Gauss-Legendre529

points with cosϑ ∈ (−1, 1), ϑ ∈ [0, π], and equally spaced points in ϕ ∈ [0, 2π).530

We denote by sSF the hemispherical t-subdesign induced by SF. Similarly, we denote531

by sMD, sTP and sGL the point sets on S2+ induced by MD, TP, GL, respectively in532

the same way as in Definition 1.1.533

The four point sets SF, MD, TP, GL on the sphere were compared in [11] for534

sparse signal recovery on the sphere. We show some properties of the four point sets535

sSF, sMD, sTP and sGL on S2+ in Table 1, where σmax(A) and σmin(A) are maximal536

and minimal singular values of A ∈ R(L+1)2×n generated by the four point sets and537

{Hℓ,k} with L = 15, respectively. In Table 1, the local mesh norm of the four point538

sets is estimated using spiral points [6] over the hemisphere with 500,000 points. In539

Figure 6, we show the separation distance δ(X Y
n ) as a function of the number of points540

n for sSF, sMD, sGL, and sTP. We show the distribution of points on S2+ in Figure541

6.

Table 1
The four point sets on the hemisphere.

Node n t h(X Y
n ) δ(X Y

n ) δ(X Y
n )n

1
2 σmax(A)/σmin(A)

sSF 1014 44 0.1107 1.8e-2 0.58 1.0000
sMD 1024 31 0.1167 1.6e-2 0.49 1.0605
sTP 1024 30 0.0987 4.8e-3 0.15 3.7733
sGL 1058 45 0.0726 9.9e-3 0.32 3.0508

542

We apply the smoothing penalty method (SPeL1) proposed in [38] to solve prob-543

lem (4.8) with l = 1, and Algorithm 4.1 in [11] to solve problem (4.8) with l = 2.544

In the numerical experiments, we first generate A using sSF, sMD, sGL and sTP545

as the way in Subsection 4.2 with L = 15, respectively. Next we randomly choose a546

subset I ⊂ {1, 2, . . . , n} of size |I| with the uniform distribution and generate a vector547
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Fig. 6. The four point sets on the hemisphere (left) and their separation distances (right).

u ∈ R|I| with i.i.d. standard Gaussian entries. Then, we define the sparse vector548

v∗ by setting v∗
I = u and v∗

Ic = 0, and set c = Av∗ + δη, where δ > 0 is a scaling549

parameter and η is the noisy vector with each entry independently following Student’s550

t(2)-distribution. Finally, we set σ = δ∥η∥l for l = 1, 2.551

The numerical results are presented in Table 2, where ṽ denotes the recovered552

signal, “rank” is the rank ofAJ with J = supp(ṽ), “feasibility” is given by max{∥Aṽ−553

c∥l − σ, 0} and ∥v∗ & ṽ∥0 denotes the number of nonzero elements of v∗ and ṽ in554

common and “false” denotes the number of elements that v∗ is zero while ṽ is nonzero.555

Table 2
Signal recovery on the hemisphere with different nodes: ∥v∗∥0 = |I| = 120, q = 0.5 and δ = 10−3.

Nodes n feasibility ∥v∗ − ṽ∥ rank ∥ṽ∥0 ∥v∗& ṽ∥0 false
Problem (4.8) with l = 1 solved by SPeL1 in [38]

sSF 1014 0 0.85 133 133 114 6
sMD 1024 0 4.48 200 200 87 33
sGL 1058 0 3.18 129 129 86 34
sTP 1024 0 3.11 115 115 85 35

Problem (4.8) with l = 2 solved by Algorithm 4.1 in [11]
sSF 1014 2.4e-16 2.70 161 161 94 26
sMD 1024 1.0e-16 4.79 196 196 83 37
sGL 1058 0 3.80 144 144 76 44
sTP 1024 0 5.05 137 137 67 53

We also show the recovered signals and pointwise errors by using SPeL1 for556

problem (4.8) in Figure 7, where the first column illustrates the function values557

f(xj) =
∑15

ℓ=0

∑2ℓ+1
k=1 cℓ,kHℓ,k(xj), xj ∈ X Y

n obtained from the noisy coefficients c558

and the four point sets. From Table 2 and Figure 7, among the four point sets,559

the hemispherical t-subdesign (sSF) induced by spherical t-designs performs the best560

regarding the recovery error and the position of nonzero elements.561

6. Conclusion. We first introduce a new set of points on the spherical cap562

C(e3, r), r ∈ (0, π) and call it the spherical cap t-subdesign induced by the spherical563

t-design in this paper. Using the relation between spherical harmonics and orthonor-564

mal functions {T r
ℓ,k} established in Section 2, we present an addition theorem for565

{T r
ℓ,k} and show that the spherical cap t-subdesign provides an equal weight quadra-566

ture rule integrating exactly all zonal polynomials of degree at most t and functions567

expanded by {T r
ℓ,k} derived from Legendre polynomials of degree at most t on C(e3, r).568

Moreover, we apply the spherical cap t-subdesigns and {T r
ℓ,k} for non-polynomial ap-569
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Fig. 7. Recovery results by the four point sets sSF (row 1), sMD(row 2), sGL(row 3), and
sTP(row 4). The function values from noisy coefficients, the true signals, the recovered signals and
the pointwise errors are given in column 1 to column 4 at these points, respectively.

proximation on C(e3, r), and derive error bounds for the approximation. We also570

apply the spherical cap t-subdesigns to recover sparse signals on C(e3, r). Our theo-571

retical and numerical results show that the spherical cap t-subdesigns are promising572

for numerical integration and approximation on C(e3, r).573
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Appendix A. Slepian functions on north polar caps C(e3, r). In this ap-658

pendix, we give a brief introduction to Slepian functions [30] on C(e3, r) with r ∈ (0, π].659

For any t ∈ N0, let dt := (t+ 1)2 and D ∈ Rdt×dt with elements660

(A.1) (D)ℓ2+k,ℓ′2+k′ =
∫
C(e3,r)

Yℓ,k(x)Yℓ′,k′(x)dω(x),661

ℓ, ℓ′ = 0, 1, . . . , t, k = 1, 2, . . . , 2ℓ + 1, k′ = 1, 2, . . . , 2ℓ′ + 1. From [30], D is a real,662

symmetric and positive definite matrix whose eigenvalues satisfy 1 > λ1 ≥ . . . ≥663

λdt
> 0 with corresponding eigenvectors v1, . . . ,vdt

. (We choose v1, . . . ,vdt
to be664

orthonormal.) The Slepian functions [30] are defined by665

(A.2) Si(x) =
∑t

ℓ=0

∑2ℓ+1
k=1 viℓ,kYℓ,k(x), i = 1, 2, . . . , dt, ∀x ∈ S2,666

where vi = (vi0,1, v
i
1,1, v

i
1,2, v

i
1,3, . . . , v

i
t,2t+1)

⊤ ∈ Rdt are the eigenvectors of D. The667

Slepian functions are polynomials of degree ≤ t and admit the following property668

(A.3)
∫
C(e3,r)

Si(x)Sj(x)dω(x) = λiδij ,
∫
S2 Si(x)Sj(x)dω(x) = δij .669

Therefore, for any polynomial p ∈ Pt(S2), there are unique {αℓ,k} and {βi} such that

p(x) =
∑t

ℓ=0

∑2ℓ+1
k=1 αℓ,kYℓ,k(x) =

∑dt

i=1 βiSi(x), ∀x ∈ S2.

Moreover, βi =
∑t

ℓ=0

∑2ℓ+1
k=1 αℓ,kv

i
ℓ,k, i = 1, . . . , dt.670

It is worth noting that
∫
C(e3,r)

Yℓ,k(x)Yℓ′,k′(x)dω(x) = 0 for k ̸= k′, thus D is

a sparse matrix. Following our discussions in section 3, let ZY
n,r be a spherical cap

4t-subdesign induced by a spherical 4t-design Yn, we obtain

(D)ℓ2+k,ℓ′2+k = 2π(1−cos r)
n

∑n
i=1

∑ℓ+ℓ′

ℓ′′=0 cℓ′′,1Yℓ′′,1(zi), zi ∈ ZY
n,r,

where cℓ′′,1 = 4π
n

∑n
j=1 Yℓ,k(yj)Yℓ′,k(yj)Yℓ′′,1(yj), yj ∈ Yn. Thus, we obtain exact671

discrete D on C(e3, r) for any t ∈ N0.672
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