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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES
OF THE KELLER-SEGEL SYSTEM

CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

ABSTRACT. We consider the boundary-layer problem of a nonlocal semilinear
elliptic equation in a bounded smooth domain of all dimensions with the Dirich-
let boundary condition, which arises as the stationary problem of the Keller-
Segel system with physical boundary conditions describing the boundary-layer
formation driven by chemotaxis. Using the Fermi coordinates and delicate
analysis with subtle estimates, we rigorously derive the asymptotic expansion
of the boundary-layer profile and thickness in terms of the small diffusion rate
with coefficients explicitly expressed by the domain geometric properties in-
cluding mean curvature, volume and surface area. By these expansions, one
can explicitly find the joint impact of the mean curvature, surface area and
volume of the spatial domain on the boundary-layer steepness and thickness.
This seems to be the first result revealing how the boundary-layer profiles
depend on the domain geometries for chemotaxis models.

1. INTRODUCTION

This paper is concerned with the stationary problem of the Keller-Segel chemo-
taxis system

vy = Av — V- (xvVo(u)) in Q,

w = €2Au — uv in Q,

(1.1)

subject to the physical boundary conditions
(1.2) (Vo —xvVeo(u)) - v=0, u=u ondf,

where v(z,t) and u(x,t) denote the cell density and chemical (signal) concentra-
tion, respectively, v is the normal vector of 02, u is a positive constant, €2 is a
bounded domain in R™(n > 2) with smooth boundary, and € > 0 represents the
chemical diffusion rate. The function ¢(u) is the chemotactic sensitivity function
accounting for the signal transduction mechanism in response to the chemical signal.
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There are two prevailing prototypes: ¢(u) = u (linear sensitivity) and ¢(u) = logu
(logarithmic sensitivity). The model ([[I) was first proposed in [2I] to explain
the propagation of traveling bands driven by the bacterial chemotaxis observed in
the celebrated experiment of Adler [I] where the oxygen is supplied at the end
(boundary) of the capillary tube filled with water to attract the bacteria inside the
capillary tube to move towards the oxygen, which corresponds to the boundary
conditions given in ([2)). Later it was employed to describe many other important
biological processes such as the initiation of angiogenesis [25126], boundary move-
ment of chemotactic bacteria [35], reinforced random walks [241[36], and so on. The
mathematical derivation of (1) was given in [241[36] based on the random-walk
framework. In particular, the model (1)) coupled to fluid dynamics was employed
in [42] to explain the boundary accumulation layer formed on the drop edge (air-
water interface) in a sessile drop mixed with aerobic bacterial Bacillus ubtilis due
to chemotaxis.

Literature review. Due to its strong biological relevance, the Keller-Segel system
(1) has attracted extensive attention and various analytical results have been
developed, such as the stability of traveling waves (see [7}[8L10,20,[30,33]), global
well-posedness of solutions (see [9,28291[3234,38,[46] in one-dimensional bounded
domain with various boundary conditions or in the whole real line R, and [12,[17,
2'7,321[37,[39,[47143,45] in multidimensional spaces), just to mention a few and more
relevant works can be found in the above-mentioned references. In contrast, the
boundary-layer problem of (II]) pertinent to the experimental observation in [42]
is less studied. Below we shall briefly recall these results in connection with our
current study, based on two different cases: linear and logarithmic sensitivities.

e ¢(u) = u (linear sensitivity). In this case, the first rigorous result was due
to [23] showing that the existence of unique stationary solution of (IIl) and
convergence of it as € — 0 in any dimension. Furthermore, the stability
of stationary boundary-layer problem solution was proved in one dimen-
sion [IT9] and in multi-dimensions [31]. The existence of classical solutions
in the two-dimensional radially symmetric domain and weak solutions or
small-data classical solutions in higher dimensions were proved in [22][44].
Recently the convergence of solutions to the time-dependent problem (LT])
as € — 0 was shown in [4] and in [I8] for degenerate and non-degenerate
initial data, respectively.

e ¢(u) = logu (logarithmic sensitivity). In this case, the analytical results
of the boundary-layer problem of (II]) seem to be less complete. The first
result was obtained in [5] showing that (L) in one dimension admits a
unique stationary boundary-layer solution which is locally asymptotically
stable, succeeded by a work [40] further giving the stabilization rate. Similar
results have been extended to more general consumption rate functions in
[13]. In a two-dimensional smooth domain or a ball in three dimensions and
higher, the existence of unique stationary solution of (LI]) was obtained in
[2]. Recently it was shown in [6] that (L)) with any € > 0 admits a unique
stationary solution in all dimensions which is a boundary-layer profile as
€ — 0. When the domain is radially symmetric, the asymptotic expansion
of boundary-layer profile and thickness near the boundary in terms of small
€ > 0 was further established in [6]. We remark that the analyses for (LT])
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with logarithmic sensitivity ¢(u) = logu are much harder than the linear
sensitivity ¢(u) = u since the former generates a singularity as ¢ — 0 (see

Section [23)).

A remarkable feature of the boundary-layer phenomenon observed in both labo-
ratory and numerical experiments shown in the paper [42] is that the boundary-layer
thickness varies with the boundary curvature. So far, the above-mentioned works
only established the existence of boundary-layer solutions of (1) in arbitrary di-
mensions for the stationary problem and in one dimension for the time-dependent
problem, but none of them studied the impact of domain geometric properties, such
as boundary curvature or domain surface area, on the boundary-layer profile such
as the steepness and thickness. Since boundary-layer solutions describe the rapid
change of solution values near the boundary, it is natural to ask how the domain
geometry affects the boundary-layer shape localized near the boundary. The main
goal of this paper is to answer this question by studying the stationary problem of
(LI). Specifically, by assuming the domain is smooth, we rigorously derive explicit
asymptotic expansions of the boundary-layer profile, steepness and thickness up to
higher-order terms in terms of small € > 0, by which we can pinpoint the impact
of domain geometry (curvature, volume and surface area of the domain) on the
boundary-layer profile, steepness and thickness. Though boundary-layer problems
have been widely studied for fluid dynamics (cf. [3,[14]) or some other biological
models (cf. [I5,[16]), it seems that the effect of domain geometric properties on
the boundary-layer formation was rarely studied (if none). Our result seems to be
the first one that can explicitly address this issue. We conclude this section by
rigorously deriving that the stationary problem of (II]) can be reduced to a scalar
nonlocal Dirichlet elliptic problem.

Derivation of the stationary problem. First we note that the integration of
the first equation of (1)) over 2 immediately yields

(1.3) /Qv(:v,t)dac = /Qvo(a:)dx =m,

which entails that the mass of v is preserved, denoted by m > 0, where vy > (# 0)
denotes the initial value of v. This implies that the mass conservation ([3)) is an
inherent constraint which should be prescribed in the analytical study. Therefore
the stationary solutions of ([II]), still denoted by (v, u)(x) without ambiguity, satisfy

Av—V - (xvVe(u)) =0 in €,
2N, o .
(1.4) e*Au—vu =0 ) in ,
(Vo —xvVo(u))-v=0u=1ua on 01,
Jov(z)dz =m.

Multiplying the first equation of (L4 by Inv— xé(u), and integrating the equation
on (), we have

(1.5) /Qv|V(logv — xé(u))|*dz = 0.

Since we are interested in the non-negative solutions, we have v(z) > 0 and u(z) > 0
for any x € €. Applying the strong maximum principle to the second equation of
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(T4), we have u(z) > 0 for any = € Q. We next write the first equation of (L)) as
—Av + x¢' (u)VuVo + €X—2u¢’(u)v2 = —xv¢” (u)|Vul* > 0.

Then by the strong maximum principle and Hopf’s boundary point lemma along
with the fact [, vdz = m, one has v(x) > 0 for all z € Q. Thus, it follows from

(CH) that
logv — x¢(u) = co
for an arbitrary constant cy. Therefore, we get a constant A = e“ > 0 such that

m

_ \pX®(u) -
(1.6) v=N\e , A= fQ IO

is due to the mass constraint in (L4]). Then the

second equation of (I4) can be rewritten as a nonlocal problem as follows:

o m
where the constant A\ = T ds

2 _ m xé(u) i
) e?Au T o g e in €,

u=u>0 on Of.

Therefore the stationary problem (L) is equivalent to the nonlocal problem (7))
with ([L8). The existence of the unique positive solution of (7)) with both linear
and logarithmic sensitivity in any dimensions was shown in [23] and [6], respectively.
Apart from the existence, the asymptotic expansion of the boundary-layer profile
thickness as ¢ — 0 was also derived for the radially symmetric domain up to the
first order term in [23] and leading order term in [6]. It turns out the results are
quite different between linear and logarithmic sensitivity, where the latter generates
a singularity making the analysis much more difficult. As far as we know, the
asymptotic expansion of the boundary-layer profile and thickness as ¢ — 0 in a
general multi-dimensional domain remains unknown. In a general domain, the
domain geometry properties, such as (mean) curvature, volume or surface, will
become important and hence affect the boundary-layer profile. In particular, one
may expect that the boundary-layer solution will behave differently at different
boundary points. The main goal of this paper is to develop new ideas to explore
this question. Our results and analyses will be divided into two different cases:
linear and logarithmic sensitivities, which will be treated by different technicalities.

2. STATEMENT OF MAIN RESULTS

In this section, we shall state our main results for the semi-linear nonlocal elliptic
problem (7)) with linear and logarithmic sensitivities. We first introduce some
notation.

Notation.

e We write a ~ b if there exist two positive constants c1,co > 0 such that
cia < b < caa.

e By C, we denote a generic positive constant that may vary among different
formulas and places. To highlight the dependence of C' on some quantity
say K, we shall write it as C'(K).
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2.1. Laplacian operator in terms of Fermi coordinates. To analyze the be-
havior of solution near 052, we will employ Fermi coordinates close to the boundary.
Given a smooth bounded domain ©Q C R"(n > 2), for any small § > 0, we define

Qs :={z € Q|0 < dist(x,00) < §}.

Then for any x € 5, we can parameterize a point on 9f2 along with the distance
from this point to the boundary. This allows us to represent x € € in the following
manner:

X :(y,2) €00 xRY = 2= X(y(x), 2(x)) = y(x) + z(x)v(y(x)) € Qs,
where y(x) € 02 is the point such that
|z —y(z)| = dist(z,09),  2(z) = |z - y(z)]

and v(y(z)) denotes the unit interior normal vector at y(z) € 0f2. There exists a
constant dg > 0 small enough, such that

(2.1) X : 09 x (0,0) = Qs is a diffeomorphism for any ¢ € (0, dp).

Conventionally, letting ;(y(x)),i = 1,2,--- ,n — 1, be the principal curvature at
y(x) € 99, then the mean curvature at y(z) can be defined as

Honl(@) = —— 3 mi(u(a)).
=1

n—1 p
While for z € Qs, we set
L.z = {p € Q| dist(p, 00Q) = z(x)}.

The mean curvature of I';(,,) at  is defined by

1 n—1 Ki T
(2.2) Hr. (@) = =3 > 1= z(a(:z)/f(wgzi(w))'

Using Hr,,, (), we can express A in terms of the Fermi coordinate system (y, z,
see |11} (2.14)],

0? 0
(2.3) A= 9.2 —(n— 1)HFZ(E>(3J($))£ “FArL L)

where Ar‘z(w) stands for the Laplace-Beltrami operator on I',(,). In particular,
(2.4) Az(e) = —(n— DHr,, (y(2) in O

since z(x) is a fixed constant on I'(,).

ISee Figure[dl
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FIGURE 1. Illustration of domains and Fermi coordinates

By the useful Fermi coordinate, we can rewrite (L7 in Q5 as
(2.5)

0? ) m .,
e (_us - (n - 1)HFz(ac) (y(x))giw + AFZ($)U5> = m%e"‘“ 5),
Q

where we have used the fact that u.(z) = u:(y(z) + z(z)v(y(x))) for x € Q5.
Before concluding this subsection, we prove a co-area formula which will be used
later.

Lemma 2.1. Let h be a smooth function on Q. Then for each & € (0,68y) it holds
that

)
(2.6) /Q h(z)dz = /0 /8(2 h(y,z) (1 — (n — 1)zHpq(y) + O(z%)) dodz,
where h(z) = h(y,z) for x =y + zv(y) € Q5.

Proof. We postpone the proof to the Appendix. O

2.2. Linear sensitivity. When ¢(u) = u, the problem (7)) reduces to the follow-
ing nonlocal semilinear elliptic Dirichlet problem

e?Au = Lue"
(2.7) fQ etdu

u=1"u on 0},

in Q,

where we have assumed x = 1 without loss of generality, and the original system can
be simply recovered by making the following change of variables: v — xu, % — x4.
For convenience, we define

t
ft):=te", F(t):= / f(s)ds =se® —e®+1>0 for s >0,
0

(2.8) .
50 = | VEFGs
where m
=T

denotes the average mass. It was shown in [23] that (27) admits a unique classical
solution which behaves like a boundary-layer profile as € — 0, and the asymptotic
profile of the solution as ¢ — 0 was further refined when € is radially symmetric.
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In this paper, we shall step forward to investigate how the geometry properties of a
general smooth domain €, such as the curvature, volume or surface area, collectively
affect the boundary-layer profile and thickness near the boundary. Since now (2 is
an arbitrary domain, the techniques used in [23] for the radially symmetric domain
are inapplicable. We need to explore the problem (27) with new approaches. In
particular, the effect of curvature will become significant, and the boundary-layer
profile is expected to behave differently at each boundary point. Thus, we have to
get a full understanding of the solution behavior near the boundary first. Let us
recall the result of [23, Corollary 2.3] showing that the boundary-layer thickness

Z;) = L with L € (0,00) being a constant,

z(z) is of order &, namely lim._,o
denoted by

(2.9) z(x) ~ e, ase — 0.

The difference between [, e“<dz and || is also of order € (see [23, (4.13)]), namely
(2.10) 0< / e'edr —|Q| < Ce
Q

for some constant C' > 0, where u. denotes the solution of ([Z7). Consequently, the
function W (é), which satisfies the following equation

(2.11) {W"(z) = pW(2)eW@, 2 >0,

W(O0)=ua, W(z)—0asz— +oo,

shall be the leading order approximation for u.. In Lemma established in
Section Bl we will prove that (2.I1)) admits a unique solution which is monotonically
decreasing and decays exponentially at infinity. Next, we will derive the higher-
order terms of the expansion of u. in terms of . It turns out that two factors will
play key roles: one involves the term with mean curvature Hr_,, (y(x))%“;, and
the other arises from the difference between the nonlocal term [, e“<dz and [].
Both factors will contribute to the first-order approximation of u.. Specifically,
we will introduce two non-negative functions ¢, and ¢o satisfying the following
second-order ODEs:

7 (2) = p(1+ W(2))e" Foy(2) + W(2)eW &), 2 >0,

(2.12)

$1(0) =0, ¢1(z) = 0as z — oo,
and

H(2) = p(L+W(2))e" @oy(z) + W'(2), 2z>0,
(2.13)

$2(0) =0, ¢a(z) = 0as z — .

In Section B] we will prove that both ODEs (2.12) and [2I3) (see Lemma B]) have
a unique solution decaying exponentially at infinity. Utilizing ¢ and ¢2, we can
obtain a more accurate approximation for u.. Simply speaking, we will derive a
three-term expansion for fQ e"=dzx in terms of the diffusion coefficient €. To present
this result, we introduce a function

t e’ —1

(2.14) Qr(t) == oo T 1)d$, t € [0,00),
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and two constants:

(2.15) L =p 2|09Qr(a

I (n—1) 7%/ Haal(y d(fy/ Qr(W

|3Q\2 R0
(216) -V @e) [ oar
F(n—1) /8 Hon(w)in, /O WO b, (1) dt

Then we first prove the following key result which gives more detailed information

than (ZI0).

Proposition 2.2. Consider the problem 21). Let I) and Iy be given in (23]
and (2I6)), respectively. Then as e — 0 we have

(2.17) / (e — 1)dz = L& + Ie® + 0. (1)e?,
Q

where 0:(1) — 0 as € — 0.

Using ¢1, ¢2, and Proposition[Z2] we can derive an explicit three-term expansion
for u. in Qs for any 6 € (0,0p) (i.e. the expansion near the boundary). Additionally,
we will derive an expansion for the normal derivative of u. on the boundary, by
which we can further find an explicit expansion of boundary-layer thickness z(x)
in terms of € up to the order 2. By these results, we can identify the joint impact
of domain geometry properties, including boundary curvature, surface area and
volume, on the boundary-layer profile and thickness. Our results are stated below.

Theorem 2.3. Let W(z), ¢1(2), and ¢2(z) denote the solutions of (Z11)), (Z12)

and ([2.I3), respectively. Let Qr(t) be defined by ZI4) and Hr,, (y(z)) by 22).
Then, for any x € Qs, the solution u. of (Z) satisfies

- () s (2)

(2.18)
#en = e (o) (“2) 0,

where z(x) = dist(z,0Q), y(z) denotes the closest point to x on O and p = o7

Moreover, as € — 0, we obtain

) F(a)
Ouell) = + \QI

2

+ (n — 1) Haa(§) §(a) + o (1), Ve,

L
2pF ()

where §(t) is defined in (Z8). For any a € (0,a), we represent any point x € {€ €
Q| us(§) = a} by the Fermi coordinates, i.e.,

z = y(x) + 2(z)v(y(z)).
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Then the boundary-layer thickness, represented by z(x), has the following expansion

1 169

(219) 2(z) =e214+€° W o) <\/_ Q) Qr(w)d1(21,0)

- (1= DHonlu(@) (1) ) + 0c(1)e2
where 21,4 15 the unique point such that W(z) = a.

Remark 2.1. We have two remarks for the main results in Theorem [2.3]

(1) Note that W’ < 0, ¢1 < 0, and ¢2 > 0, from (2.I9), we observe that the
boundary-layer thickness increases with respect to the boundary curvature
and surface area of the domain, but decreases with respect to the volume
of the domain.

(2) Let (u.,ve) be asolution of (I4]). Then, using Theorem[Z3 and the relation
([6) with ¢(u) = u and x = 1 between u. and v, we can also obtain the
expansion of v, near the boundary: for any = € Qs,

Fetn- >Hmm<@»@<%?)+0@%]

and, for £ € 92

me' [ 1 1092 JF@
Ove(§) = Q|l 2pF(u + \Q| 2F(u) + 0] r(u) 5

+ (n = 1)Haq(§) §(a) +o-(1)].

o
2pF (u)

2.3. Logarithmic sensitivity. For the case ¢(u) = logu, the nonlocal problem
([T0) can be written as

2Au = Lyt in Q,
(2.20) Jo uxdz
u=1u on OfQ.

Compared with the case of linear sensitivity, it is more challenging to study the
asymptotic behavior of solutions as e — 0 for the nonlocal problem (2.20)) since the
denominator [, uXdx — 0 as e — 0 (see ([223) and [6, Lemma 4.4] for the case
X > 0), which generates a singularity. In [6], we have given a qualitative study on
the nonlocal problem (220), including the existence and uniqueness of solutions
for the general domain and asymptotic profile of the solution on the boundary as
€ — 0 for the radially symmetric domain. In particular, we found that if x > 2, the
second-order term in the expansion of the normal derivative of the boundary-layer
profile on the boundary becomes loge in the radially symmetric domain. In this
paper, we shall prove this is also true for the general smooth domain. To state our
result, we introduce constants

1 x _ /1 4 8D (x+2)
(2.21) A:<M>X B:(é)Q ! 1+ x?

) = < ——
my?2 9 2 X

u
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and functions

A A w2 ABS O
(222) U(z)= ——, ¢3(2) = ——(B+2)x — i

— = B a
(B+2)x X+4 (B+2)

Then we state the last result of this paper as follows.
Theorem 2.4. Let u. be the solution of (Z20) with x > 2 and Hpq(x) denote the
1

mean curvature of x € 0). Denote A\; = (fQ u§)§ Then as € — 0, we have

8(n—1)A

Ax X
(2.23) Ae = §5\8§2| (1 E—— £2|loge| /{m Hag(y)doy) +0(e%),

and for any x € Qs, it holds that

z(z)

wele) = U (52) = e = e, (o)) (4 ]

< CleX)? (1 + @)2% .

e
For any & € 090, we have
Xmu _16(n—1) u
(x+2)10Q  x(x+4) [09]

In addition, for any a € (0,u), we represent any point © € {x € Q | u(x) = a} by
the Fermi-coordinate, i.e.,

Duue(E) =~ ogel | Han(y)da, +O().

z = y(x) + 2(z)v(y(z)).

Then z(x) admits the following expansion
(2.24)
AX AX 8(n — 1)AX
2(x) = <§|a§z|52 - 5%39'54' loge| /BQ Hag(y)day) Zua + O(e?)

2
where z,,, = (2)* — B is the unique point such that U(z) = a.

a

Remark 2.2. Unlike the case of linear sensitivity, we are unable to identify the
effect of mean curvature at each boundary point on the boundary-layer thickness
in the case of logarithmic sensitivity as shown in (2.24)) by which we see the total
curvature will decrease the boundary-layer thickness. By the expansions given in
Theorem [24] one easily observes that the expansion is irregular with respect to
€. This is perhaps caused by the logarithmic singularity. How to find the effect of
mean curvature at each boundary point for the logarithmic sensitivity is still an
open challenging question. Let (uc,v:) be a solution of (L4]). Similar to Remark
21 using Theorem [Z4] and the relation (L), we can obtain the expansion of v,
near the boundary: for any x € (s,

1 mB? z(x) 16(n — 1) AX
(7)) =— X 1+ ——¢?1 H,
ve(z) ) A2X\8Q|2U <5)\6> { + Y+ 4 e”|loge| 6 8Q(y)d‘7y]

+0 <<1+Z€(—)i)>1>
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and, for £ € 0Q
dyve(€)

1 m?2x? xm 48(n —

22+ 2)00F | 2(+2) | x(x+4) 2 g€|/ o0 (y)doy, +O(1) .

The organization of this paper is as follows. In Section B we construct a refined
approximation of the solution to (Z77)) and prove Theorem in Sectiondl In Sec-
tion Bl we shall derive the counterpart results for the case of logarithmic sensitivity
and prove Theorem [2.41

3. PROOF OF THEOREM (CASE OF LINEAR SENSITIVITY)

In this section, we shall consider the case of linear sensitivity and prove related
main theorems (Proposition and Theorem 233). We start with an effective
approximate solution.

3.1. Approximate solutions. In this subsection, we present some preliminary re-
sults and derive an effective approximate solution to the following nonlocal problem
m
(3.1) fQ etdx
u=1u on 0.

ue" in Q,

For the non-negative solutions of (BIl), we have the following estimate.

Lemma 3.1. Let Q be a smooth bounded domain and u. be a solution to B1). For
e > 0 sufficiently small, there exists a positive constant C independent of & such

that
_ C .
(3.2) ue(z) < Gexp (—;dlst(,f,aﬂ)) , VzeQ.
Proof. First we recall in the proof of [23] Corollary 2.3] (see [23] (4.18)]), it was
shown that
(3.3)

C
us(x) < wexp (—fdist(x, BQ)) , for all z € Q5 = {z € Q|0 < dist(z, 9N) < §}
for some constant Cs5 > 0 independent of . In the following, for convenience, we
denote the interior of the complement of 25 in 2 by 2§, namely,
0\

For each x € €, it was proved in [23, (4.12)] that there is a constant M (€2§) > 0
independent of €, such that

(3.4) ue () < C(Qg)e M@=,

Now we choose

M C
C’zmin{C(;, } and 8<c—szic)*’
2D1am 210g ( g)JF“
where Diam(Q2) := max dist(z1,22). Then we get [B2) by using (B3) and
T1,T2€

B4). 0
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12 CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

In order to get the first-order approximation of the solution to (B1I), we need to
study the positive solution of the following ODE problem

(3.5) W"(z2) = pW(2)e" &), 2z >0,
) W(O0)=ua, W(z)—0asz— +oo.

Consider the following function

Wi(z) := uexp (—\/peﬂz) .
Obviously, it follows that
Wi(z) is a strictly decreasing function, W;(0) =4 and lim W;(z) =0.

Z—00

By a direct computation, one has
W'(2) = pWi(2)e® > pWi(z)e™1 (),

Therefore, Wi (z) is a sub-solution to ([B.5]). Similarly, we can show that the function
Ws(z) = wexp (—/pz) provides a super-solution of ([BH). Then by the method of
sub-super solutions, we can get a unique positive solution of ([B.3]), denoted by
W (z), satisfying

(3.6) U exp (—\/pﬁz) < W (z) < aexp (—+/pz) .

Using ([B.3]), we can see that W (z) does not change sign, which implies that W (z)
is a convex and decreasing function with exponential decay at infinity.

In addition, we can show that W' (2) also decays exponentially at infinity. Indeed
multiplying the first equation (B8] by W’ and integrating the result from z to oo,
we derive that

(W'(2))* = p(W(2)e ) — V) 1 1),
which yields

(3.7 W'(2) = —/2pF(W(z2)) <0, where F(s)=se®—e"+1.
It is straightforward to check that

i 1
(3.8) 2e%r > we” — e +1> —x?, Ve (0,a).

[\

Therefore, using ([B.8) and [B.1), we have
(3.9) =2/ petW (z) < W'(z) < —/pW (2).
Summarizing the above results in (B.3)-(B3.9), we get Lemma 3.2

Lemma 3.2. The problem [B.A) admits a unique solution W, which is a strictly
convex and monotonically decreasing function. Moreover, for all z > 0, it holds
that

(3.10) WO)=u>0, 0<W(z)<uexp(—+pz),

and
(3.11)

W'(0) = —\/2pF(0), W' (2) = —\/2pF (W (2)), [W'(2)| < 2+/ptiet exp (—%\/ﬁz) :

Lemma [3.3] asserts that W (@) can be regarded as the leading order approx-

imation of wu.(x).
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 13

Lemma 3.3. Let u. and W be the solutions of BIl) and B3] respectively. Then
for e > 0 sufficiently small, we have

ue(x) — W <@>‘ < Ce.
Proof. For x € Q\ Qs, by Lemma [B1] and Lemma B2] we have
ue(x) — W <ix)>} <wuc(z)+W (@) < Cexp <—g> < Ce

€

max
zeQ

(3.12)

for € > 0 sufficiently small. It remains to prove that the inequality holds for x € Qs
with § > 0 small. When z € Qj, we write © = y(z) + z(x)v(y(z)) by the Fermi
coordinate, as introduced in Section [ZIl Then by the definition of W in (B3], we
have

(3.13)

o (22) -2 o () - () s

— (e = 1 (w (22))) + Buto)

where f is defined in (Z8]) and

(3.14)  Eu(z) = Bef(uc(z)) — eW’ (@) Az(z) and B.= - —p,
5 Jq evedx
From [23] (4.13)], see also (ZI0), one can directly check that
(3.15) |B.| < Ce.
As a consequence of B0 and (BII]), one can get that |E,| < Ce. It is known
that
(3.16) ue(x) =W (Z(;)> =0 for all z € 9.

With BI2) and @I8) in hand, it remains to prove that Lemma B3] also holds
ue(x) =W (@)} obtains its

maximum. Without loss of generality, we may assume that

wi) - w (*2) >0

for x € Q5. Suppose p € Qs is the point where

9

Then using the fact f is a strictly increasing function, we have

.17 0< o) (wlo) - w () < |5l

where 6 € (W (z(p)> 7ug(p)). Using f/(6) = €’ + 0e? > 1, we get from (B.I7) that

g

ue(p) =W <@> ‘ <Cp~le.

While if u. (p) — W (Z(Ep)) is negative, we can still get (317). Combined (3.12]) with
BI18), we finish the proof. O
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14 CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

As mentioned in Section 2] we need to study the following two ODEs, which will
help us pinpoint the effects of nonlocal term and mean curvature of the domain
surface on the boundary-layer profiles, respectively,

(3.18) $1(2) = p (W(2)eV ) + eV D)1 (2) + W(2)eVE, 2 >0,
. $1(0) =0, ¢1(2) = 0as z — oo,

and

(3.19) { 5(2) =p (W(z)eW(Z) + eW(z))¢2(z) FW(2), 2>0,

#2(0) =0, ¢2(z) = 0as z — 0.
Concerning equations ([BI8)—(319), we have the following results.

Lemma 3.4. Let F(z) and §(z) be given in (Z8). Then the following results hold.
(i) The problem BI8) admits a unique solution ¢1(z), which satisfies

6120 S0, 04+ 5rariy VDo =/ 2
8,0 = -/ 52,

and there exist some constants C' and M independent of € such that
(3.21) |61(2)] + |91 (2)] < Ce™ ™, 2 €[0,00).
(ii) The problem BI9) admits a unique solution ¢2(z) satisfying

\/7 D0 =\ rw ) 2PF

(3.20)

(3.22)
> _
a(2) 2 0.65(0) = || =50
and there exist some constants C and M independent of € such that
(3.23) |62(2)| + [¢5(2)| < Ce ™=, 2 € [0,00).

Proof. We first prove the assertion (i). It is clear that ®1,5up = 0 provides a su-
per solution to (BI8). Define a function ¢ gup(z) = —M;H e~ 2VP* By a direct
computation, we have

2 . p 3
Ve (2) = p(W(2)e" ) 4 W)y g, (2) > 7 Ptsub = POLsub = =7 PP1sub
= gﬂeﬁe_%ﬁz > W(z)e"®,

where we have used W (z) < @ (see Lemma [3:2) and BI0). Therefore ¢y sub is a
sub-solution to [B.I8)). By the method of super-lower solutions, we get a negative

solution ¢; to (BI8)) satisfying
2ue”

p

which also indicates that ¢;(z) decays exponentially to zero as z — oo. Using
BI8) and BI0) we can see that ¢y (z) also decays exponentially, which together
with (324) implies that ¢} (z) decays exponentially at infinity. Hence ([3:21]) holds.

(3.24) —T e VP < gy (2) <0,
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 15

It remains to show the second identity in ([B:20]) since the third equality of (B20)
follows easily from it. Multiplying equation BI8) by ¢} and integrating from z to
oo, we have

(3 25)

(e / $1(5) 4 (s)ds = / (of (W()dr()04(5) + F(W(5)),(s)) ds.
Using .3 and (B18), we get that

(3.26)

-5 (st - %W’(z))z S RCCE %W@))“ CCE %W@))lds

= [ oravens (s -
— W ()é(2)
[T OV 64 6) + SOV ()0l (5) ds
Using (B25) and (26), we obtain

5P - 5 (66 - W) = [WEe).
This gives
AW ) = (W) = pF V() (2)

By BII), we see that W’(z) < 0 for z positive. Hence from the above equation,
we can further derive that

1) - ') = P 012,

Together with the fact W'(z) = —/2pF (W (z)) (see B11])), we get the second
identity in (8:220). This completes the proof of (3.20).
For the second assertion (ii) of the lemma, as we did for proving the existence

of ¢1, one can see that ¢o sy = 0 and ¢o up = %, / ﬁzﬁ (—%\//_)x) provide the

sub-solution and super-solution of ([BI9]), respectively. Then we can show both
¢2(z) and ¢4 (z) exponentially decay as done for ¢, which implies that ¢5(z) also
exponentially decays as |z| — oco. Thus (23] is obtained. To derive the second

identity in (3:22]), using (35), BI0) and BI9), we have
o/ T (W(s) — pf(W(s)) dh(s)ds

W) — [ V(5)64(s) + o (W (5)64(6) ds
(3.27) F o
— W) - [ [fwes 20F (W ()W ()] ds

20F (W (2))0h(2) + pf (W (2)) 2= / V2oF(5)ds.
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16 CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

This gives the second equation in [22]) and ¢4(0) = ﬁwg (a) follows directly.
Thus the proof is completed. O

From the lemma concerning ¢; and ¢5 above, we can find an improved approx-
imation of u.(x) in a small neighborhood s of 9Q. We recall the definition of dg
in 2.1) and fix § € (0, dp).

Lemma 3.5. Let u. and W be the solutions of Bl and B3] respectively. Then
for e > 0 sufficiently small, there exists a constant C' independent of € such that

(3.28)
wle) =W (22) <o (22 -0 0 o) (22

where Hr_,(y(x)) is introduced in 22) and B is defined in (3.14).

max
zeNs

< Ce?,

Proof. For © € Qs, we write it as x = y(z) + z(z)v(y(x)) with y(z) € 0 and
z(z) = dist(z,y(x)). Using the form of Laplace operator in terms of the Fermi-

coordinate ([Z3)), we rewrite (BI8) and BI9) in Qs as

() ()22
~eln = DA, ) ().
() o ()22
e = e () (22

where we have used the fact that ¢, (z(—x) and ¢ (Z(; ) are constants on I',(,).

€

Similarly, using (23) and (24, we can rewrite (BI3)) as

ENBERTED)

= BT o (w (22)) = v e (22,

I3

(3.29)

Due to the presence of the nonlocal (integration) term and W’ (Z(:)> in (3:29), we
define the approximate solution by

(3.30)  teapp 1= W (@) + Bogy (Z “T)) +e(n— 1) Hr,, (y(x)) (ﬂ) .

9 3

By direct computations, we have

€

(331 8(0e(2) ~ tean(@) = o8 (W (22) ) (1) = (o) + 3 e
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 17

where

Ero = e(n— 1)B.Hr.. (y(x))é (—

e i=e'(n—1) [Hrz(m(y(x))%
By := B. <f(ue) -1 (W <@>

e = (o (22) - 0 () (o ().

Below we shall estimate the error terms E; (i = 1,2,3,4). Using the fact that €2 is
a smooth domain and hence the mean curvature Hr_, (y(z)) is uniformly bounded,
BI3) and Lemma B4l we have

N———
N———

(3.32) max |E . (7)| < Ce|B.| + Ce* < Ce2.
zeNs
By Lemma [34] (ii), we get that
(3.33)
max ’Ega(ac)’
zeNs

oo () atte o + 26 (2) Ve (00 V(0

=e%(n — 1) max
€N

< Ce?,

where we have used the fact that VHr_, (y(z)) is uniformly bounded due to the
smoothness of the domain 2 and |Vz(z)| is bounded by its definition. For the third
one, using (310 and Lemma [33] we obtain that

(3.34) max |F3 o (z)] < (e" 4 ue™)| B:| max

€N r€Qs €

u(z) — W (ﬁ)‘ < Ce2.

Concerning the last one, by Lemma [B.3] we have

(3.35)  max |Ey.(z)] < p(2" + te™) max (ua(z) W (Z(““’)))Q < Ce2.

z€Qs xeQs

As a consequence of (B32)—(B.38), we have

4
Z Ei,s

i=1

(3.36) max < Ce2

FASION)

We set

Using ([B3.31)), we have
4
(3.37) 2 Ay, = pf’ (W (ﬁ» e + ZEi,E in Q.

On 092 we have
(3.38) max ¥, = 0,
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18 CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

while on 9Q \ 0Qs, using Lemma [31] Lemma and Lemma [3:4] we have

. < Ce 0% < 02
(3.39) xegslgmlwel_c‘e < Ce”,

provided e > 0 is sufficiently small. In the interior of Qs, using ([B.37) we have

4 4
Z E’i,E Z Ei,s
min . > — =1 and max. < =1 ,
B e () e (0 ()
Qs € Qs €
which together with ([B.30]) implies

E E’i,s

i=1
2p

(3.40) |the ()] < < Ce.

Here we have used the simple fact f'(s) = 2se® +e® > 2 for s > 0. Combining
B38), B39) and (B40), we finally obtain that

e (x)] < Ce* for x € Q.
It implies the desired conclusion (B.28]). O

Remark 3.1. For z := x. € Qs satisfying that lir%@ < o0, we have by the
E—

smoothness of the domain
|Hoa(y(x)) — Hr.,, (y(z))] < Cz(z) < Ce.
Then from Lemma 3.5 we get that

- () (1) (2)

+e(n—1)Hpqa(z(x))pa (@) + O(e?).

3.2. Expansions of boundary-layer profile and thickness. In this section,
we will prove Proposition and Theorem A crucial step is to derive the
expansion of the nonlocal integration, which highlights the primary difference from
the local problem.

We start with Lemma

Lemma 3.6. Let W (z),$1(2), p2(2) be the solutions of equations [BAH), BIF),
BI9) respectively, and §(g) be a sequence of numbers such that

o(e) -0 and @—)oo as ¢—0.

Then it follows that

3(e)
(3.41) / (GW(”—Udt:p’%QF(ﬂHO(e*C@),
0
5(e)
N 4 [T d(e) _gie
W) _ 1 3(e) _ca
(3.42) /0 teV D —1)dt = p /0 QF(W(t))dt+o< e )
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 19

and

(3.43)
= > (3(e)F o

/ tkew(t)gbl(t)dt:/ tkew(t)¢1(t)dt+0< 7 e O > k=0,1,2,
0 0

(3.44)
e = (5(e)* o

/‘ #%”“”¢ﬂﬂdt:t/) ﬁewﬁhm(wdt+()(——;r_e—cﬁr>, k=0,1,2,
0 0

where C > 0 is a generic constant independent of €, and Qp(t) is given in (214]).

Proof. By Lemma [3.2] one can check that

5

8(e)
ALON — T (e /
/0 (e L)dt = /0 \/Qp W(t) — W +1) Wi(t)dt

which leads to ([B4I). Here we have used the fact that W(t) € (0,u] and
e 1 is finite.

su —F—
te(OI,)ﬁ] \V2(tet—et+1)

Similarly, we have

() ()

/E t(eW(t>—1)dt=—/ ’
0 0

Wi(t) _ /
fe 1)\/ W (7@ — e 4 1) (Dl

—t [ Qa0 (e

= %/ Qr(W dt+0<5(€) CM)

which implies (3:42]), where we have used the following inequalities from Lemma

5. 2)
QrW () <a | su -1 VA< e
r B te(or,)a] 2(tet — et + 1) - ’
and
- < T eVt — —ofE)
s Qr(W(t))dt| < C ‘/@ e dt| = O (e )
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20 CHIUN-CHANG LEE, SANG-HYUCK MOON, ZHI-AN WANG, AND WEN YANG

By Lemma and Lemma [3.5] we have

> k_W(t) Xk —c
t —Ct
[S et e (t)dt /S(E)t e

< Ce¥
(e
which implies 343]). Similarly one can get ([B.44]). The proof is completed. O

=0 (Me—c@) 7

ck

€

Now we are ready to give the proof for Proposition

Proof of Proposition 221 We shall use Lemma [ZT] and Lemma B3] to compute the
expansion of [,(e"s — 1)dz. Recall that (see (3.2) and (3.6))

u(z) € (0,u] and W(z(z)) € (0,a] for =z € Q.
For § € (0,dp), we get from Lemma [B5 that

(3.45) ) )
max ¢+ — () v (=) [Bgczsl <@> +e(n—1)Hr.,, (y(x))g <z(:)>”
< Ce”

On the other hand, in Q\ Q5, by (32) we have

3

(3.46) sup |e¥s — 1] < Ce “=.
a0,

Now we shall choose §(¢) = Cez. Then §(¢) — 0 as e — 0. By B45)-(@40) we
have

(3.47)

- / (VCH) —1) dz + B V(5 ) (z—”j)> dz
Qs(e) €

Qse)

rerh) [ M e, ()

+ 0(52)|Q5(5)| + O (€_C¥) .

For the first term on the right hand side of ([B:47), using Lemma 2] and Lemma
we have

V() 1) da
/QM ( w 1) d
— /5(6)/ (eW(é) _ 1) (1= (n—1)zHaq(y) + O(2%))do,dz
0 o0
5(e) .
= \8Q|/O (ew(f) — 1) (1+0(2%))dz

4(e) .
(3.48) —(n—1) , Hag(y)day/o 2 (ew(z) - 1) dz
5(e)

- s|am/0 (MO 1) (14 0 at
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 21

5(e)

—2n-1) [ Haoly)do, / T UeVO _ ya
oQ 0

— <+ (1001Qe (@) (0= 1) [ Honl)do, [ Qe(we)ar)
20 0
+O(e?).
Similarly, for the second and third terms, we can obtain the following identities

/Q W (E2) g, <@> dz
s

3(e)

— £[o9 / VO (1)(1+ O())dt

()

(3.49) —2(n—1) | Hoa(y)do, /O T eV W (t)dt
— |00 /Ooo O g (1)(1 + O(2)2)dt
—e%(n—1) » Hpq(y)do, /0 - teW Wy (t)dt + O (%)
(350
. VL), (Z(;)) Hr., (y(x))de
o (312) tHon (vt + 06

- < o9 Hoaly)doy + 0(5(6))> /OOO eV gy (1)(1+ O(e?)1%)dt

—&%(n—1) (
where we have used

R |Hr. ., (y(2)) = Hoa(y(z))| = O(4(¢)).

Note that d(g) — 0 as ¢ — 0. Combining (48), (349), B350) and BIH), we

carefully examine the asymptotic expansion of each term up to €2 order and obtain

(3.51)

/Q(eui —1)dz
= /95(5) (eW(Z(:)) — 1) dx + Bg/Q eW(Z(:))% (@) dx

+e(n— 1)/Q V) He (y(@) o (Z($)> dz + O(e%) |2 ()|
5(e)

€

3o (y)do, + 0<a<s>>) | e 0w+ 05,
o0 0

— ot (10900r(@ ~2(0-1) [ Hon(i)do, [ eV @)at)

o0
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+¢eB. {wa /0 - VO (t)dt —e(n — 1) » Hpq(y)do, /0 - teW<t>¢1(t)dt]

+&(n—1) | Holy)do, / T W Ogy(1)dt + O(26()).
o 0

Then, by |B.| < Ce, we can formally rewrite the above equation as
(3.52) / (e“s —1)dx = Dye + Dae® +0.(1)e?, 0<e< 1,
Q

for some positive constants D1 and Ds. It remains to show that D; = I;,i = 1,2
(I; and I5 are given in (Z.15) and (Z.16]) respectively). From (B.51]) one can see that

(3.53) Dy = p~2(0Q|Qp (a) = T.
As a consequence, we get that

m 09 - 2
354 Be = —— = — - O .
( ) fﬂ eusdﬂ'} P 5\/5 ‘Q| QF(U’) + (E )

Substituting ([54) into B5I) we can derive that

Dy = ~(n=1F [ Honly)do, [~ QrOV()
a0 0
o0 2 e8]
- vilger@ [T e
0
1) / Hooly)do, / W O (1)t
a0 0
= Is.

Therefore, by (3.53), B55) and (B52)), we get (2I7) and finish the proof. O

Based on Proposition 2.2] we can derive the expansion of the normal derivative
of the solution near the boundary and hence prove Theorem

(3.55)

Proof of Theorem 23l From the proof of Lemma B3 we have

(3.56)
wle) =W () 4 Boon (22) b st - Dt e () et

€
Recall that 9. (z) (see (B:37)) satisfies

Eave(a) = pf (W (H2) @) + X e im0
Ye(r) =0 on 09,
¢5(I) = 0(52) on 0 \89

We set

~ - 4
Az (F) = pf’ (W (4?)))%(@) + Y Eis(ed) in &€
Ye(Z) = on 0€F,
e (%) = O(e?) on 90°\ 9905,
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 23

where
S ={T|ex€Qs} and Q°F ={7|ez € Q}.
By classical elliptic regularity for equation [B.21), we have (for some g > 1)

4

Z Ei,s(ey)

i=1

||w5||W2,q(BR(jo)mQ§) <C HwEHLq(BgR(io)ﬂQ‘g) + ( )
La BQR(.’iD)ﬂQg

< Ce?,
which together with the Sobolev embedding implies that
[V (2)| + |Vate (&) = O(?) for & e Q5.
Equivalently, we have
lhe(2)] = O(e2),  |Vatpe(z)| = O(e) for z € Q.

From the above estimate, [8.54) and [B.56), we get [2I8). In addition, for any
& € 092, we can compute its normal derivative as

0,0:(6) = TW'(0) = VB Qe (@4 (0) + (1.~ 1) Han(2)d5(0) + 0-(1)
—~LVEF@ + e (T

+ (n— 1) Hpo(€) Qp%@s(a) 4 0:(1)

where we have used B71), B20), B22) and B56). It remains to study the repre-
sentation of the level set. For any a € (0, %), we consider the following equation

a=uelw) =W (@) - Eﬁ%QF(U)(bI (@)

€
z(x)

+eln = D (yle)en () + 0

where we have used the fact that z(z) = O(e) for € {p € Q | uc(p) = a} with
a € (0,u), see (ZT). As a consequence, together with the smoothness of the domain,
we have

|Hoo(y(x)) — Hr.,, (y(2))| = O(e) for x € {p€Q|uc(p)=a}.

Since W (z) is a strictly decreasing function, we can find a unique z; , such that
W (z1,4) = a. Using (58], we can set

2(z) = e21,4 + €220.4(2) + 0-(1)€%

(3.58)

Substituting this expansion into ([B.58]) gives

a=W(z1,0) +eW'(21,0)22.a(x) — /P

+e(n — 1) Hoa(y(x))d2(21,0) + 0c(1)e.
We can get from the above equation that

22000 = gy (VP Qr(@1(a1.0) = (0= DHonly(@)bn(er) ) + 0:(0).

%QF(U')¢1(ZL@)
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Therefore, for any zo € 09, if x = zg + z(z)v(zg) € Qs is the point such that
ue(x) = a € (0,@). Then it follows that

2(z) = €214 +€° W’(lzLa) (\/ﬁ?;;” Qr(w)¢1(z14) — (n— 1)Hag(mo)q52(zl,a))

+0.(1)e%

4. PROOF OF THEOREM [2.4] (CASE OF LOGARITHMIC SENSITIVITY)

In this section, we shall study the logarithmic sensitivity model and obtain the
counterpart results. We consider the following equation:

e2Au = M et in Q,
(4.1) Jo uxda

u="1u on 01,
where x > 2. For the non-negative solutions of ([&I]), we have the following asser-
tions.

Lemma 4.1. Let Q be a smooth bounded domain and u. be the solution to ([@I).
For € sufficiently small, there exist positive constants C1,Cy, ¢y, co independent of
€ such that

dist(z, 00)\ ~% dist(z, 00)\ ~%
(12) (14O <oy <0 (146 BULIN Sy

Furthermore, there exists a positive constant C independent of € such that

dist(x, 00)

= ) , Yze

(4.3) us(x) <@ (1 +C
Proof. Estimate ([@2]) follows from [0, Lemma 4.4]. It remains to show estimate
[@3). In the proof of [0 (4.16)], we have already shown that

dist(x, 00)

(4.4) us(z) < U <1 +Cs .= > * , forall z € Q5.

While for o € Qf, it was proved in [23, (4.18)] that
(4.5) us () < CQF)ex.

Now we choose

¥ o \*
C:min{C(;, . — % } and €< (—_) s
Diam(Q)C(Q5)2 C(95)
where Diam(Q2) := max dist(z1, z2). Then using ([@4) and (@3] we get (@3). O
T1,T2€
Recall from (Z2I)-(222)) that:
1 x
A 2 2)\ x ANZ
(4.6) U(z) = ———, where A= (L—Z)> and B = (T)
(B+2)x mx u
It is straightforward to check that U(z) satisfies the following equation
(4.7) U"(2) = mUX*1(2), 2>0,
’ UO0)=1u, U(z)—0asz— +oo,
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GEOMETRY EFFECTS ON THE BOUNDARY-LAYER PROFILES 25

which can be considered as the leading order equation of ([@1J). Let

Ae = (/ u?dm)
Q

We note it follows from [6] Lemma 4.4] that A\ ~ e. That is there are two constants
dy,ds > 0 such that

=

d1€ S )\5 S d2€.

We set 0. = ). for convenience. In the following, we shall see that U (z(z)) can

Oc¢

be regarded as the leading order approximation of u.(x).

Lemma 4.2. Let u. and U be the solution of (A1) and @), respectively. Then
for € > 0 sufficiently small, we have

u(z) — U <@>’ < Cex.

O¢

max
zeQ

Proof. For x € Q\ Qs, by Lemma [£1] and the fact A. ~ &, we have

)0 (3| 2 vv () ze(5) T cent

O¢ O¢

(4.8)

for € > 0 sufficiently small and some constant C' > 0. Thus, it only remains to
prove that the inequality holds for x € Q5 with 6 > 0 small.
For x € Qs, we write © = y(z) + z(z)v(y(z)) by the Fermi coordinate, as intro-

duced in Section 2l Noticing that U (Zé‘f)) satisfies (7)), we have
(4.9)

72 (wete)-0 (220) ) = mgtuta)-mg (0 (X)) 007 (2] asta)
= (stucte)-a (v (22)) ) + eute)

=+ Do) (uelo) -0 (22)) 4 eao)

where g(u) = wX*l, @, (x) € (min{U (z(ga;)) ,ue(x)},max{U (zgi) ,ue(x)}>

eu(o) = 0.0 (22) o) = 0.7 (22 0 )1 (00) 9,

O¢ O¢

here ([24)) was used. We note that, by Lemma [l and A. ~ &, we have

(4.10) min {U (Z(z)) ,us(x)} > (4 <1 + c?,Z(I))_% in Q.

O¢ €

Note Hr,,, is uniformly bounded due to the smoothness of 2. Then using the
definition of U given in ([f6]) and the fact that 0. ~ €2, we have

(4.11) €u(z) > —coe? (B + Zif))_%_l
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for some constant ¢y > 0. In order to estimate u.(z) — U(Z(QJ)), let us define a

Os
comparison function
(@)
z
we(x) = (B + —) .
O¢

Then, by [2.3) and [Hr,, (y(z))| < C in Qs, we have that
02 Awe (@) —m(x + )i (z)we (w)

<0 (5, 2

= G ik D@

_9 2(z)\
_Us(n_l)HFz(z)(y(x))XX <B+ ()>

O¢

_z2 z(z)
(412 ) [ mocener (B+52)
<o. B+ —= C -
o oe + c3z(x) <1 TPELC. )

A (5 Q) %

X2 Oc
Ay — 2 B
02 (o)
X O¢

for x € Qs, with d; € (0,dp) being sufficiently small and independent of small e.
We note that, by Lemma [£I] and the definition of U and wy, it holds that

(4.13) we(x) ~ ex~? and

uc(z) — U (@M <Cex on Ty,

O¢

and
(4.14) u(x) = U <

where I's, := { € Q| dist(z, Q) = 41}, as introduced in Section 2

Let W.(z) = Coc?w,(x), where Cy > 0 is a constant so that C’o% > ¢q for
¢ given in ([@IT)). Then it follows from [@I2) that
(4.15)

> =0 and we(fﬂ) >0 for IE&Q,

2
-1-2

2(x — 2
AW, (2) — m(y + DX (@)Wa(z) < — Cpe22X 2 (B + Zw)
X O¢
Now comparing [@I5) to (@I) with @II) and using the boundary conditions in
#I3) and [@I4), we get by the comparison principle that
ue(z) = U <@>’ < We(z) = Coc®we(z), =€ Qs,.

Oe¢

(4.16)

Since we(z(x)) is increasing in z due to x > 2, we obtain that

z(z)

O¢

1—-2
)‘ < Cotw.(z) < CE2 (B + 5—1) < Coex, x€Qy,.

O¢

ua(ac)—U<

Combining the above inequality with (L8] and setting 6 = 1, we complete the
proof. O
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Recall that in 22T)-(222]), we introduced the following function

x=2_ -
p3(z) = —Xi4(B+z)X74 - %(34_2,)(7
o - /14 S
— X2 2
7 = 5 < v
With U(z) given in ([.6]), one can readily verify that ¢3(z) satisfies
(4.18) {gﬁ%ﬂMx+nUw@@@y+w¢L >0,
¢3(0) = 0.

Then with ¢3 in hand, we can give a refined approximation of u.(z) as given
below. Recalling the definition of dy in 21]), we fix § € (0, do).

Lemma 4.3. Let u. and U be the solution of (@Il and (@), respectively. As
e > 0 is sufficiently small, there exists a constant C' independent of € such that

wlo) =0 (22 — oo e, (e (22)

max
z€Q O¢ O¢
(419) 2_2
< Cet (1 + M) ,
O¢

where Hr ., (y(z)) is defined in ([2Z2).

Proof. For x € Qs, we write it as z = y(z) +z(x)v(y(z)) with y(z) € 00 and z(z) =
dist(z,y(z)). Using the form of Laplace operator in terms of Fermi-coordinate in

23) and ([24), we can rewrite ([L9) as
o2 () - 0 () ) = ) et (22)

O¢ O¢

(4.20)
#ouln = D, ()0 (22)).

O¢

Using [2.3), we rewrite (£I8)) in 5 as

o) e (4042 (2
- 0utn = D, ()5 (2.

where we have used the fact that ¢ (%) is constant on I, ;).

Due to the appearance of U’ (%) in (L20), we define an approximate solution

by
(4.21) Ue app = U (%g:)) +o-(n—1)Hr.,, (y(z))¢s (%) .
By a direct computation, we have
(4.22)
3
T2 A (e () = Ue app (@) = m(x + 1)UX (i@) (us(2) = teapp(@)) + 3 By,
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where
B = 02— D2, (o) (2.
Bac 1= (= 1 [ () 800 (22) - & (B (a)on (22))]

000 (4 (22) (-0 (1))

We will provide the estimates for the error terms E; (i = 1,2,3) below. Using
the fact that the mean curvature Hr_, (y(z)) are uniformly bounded (since €2 is
smooth), we have

(4.23) IEy ()] < Co? (B + @> C <ot (B - ﬂ) "
g UE
From ([{IT), we can see that
|E2,c ()]
z(z)

=21 o (22) st o)+ 264 (22) e () 9500)

Oe Oe Oe

< COePN3 (B+@>XXZ+CUE (B—i—M)i < Cce? (B+@>i.

5 Oe Oc

(4.24)

X

Concerning the last one, by ([{I6) in the proof of Lemma [£.2] we obtain that
(4.25)

[Es(z)] < CUX! (@) (ue(x) -U (@))2 < Cet (B + @)“ :
We set 6 E E
1/%(1') = UE(x) - ue,app(x)-
It follows from ({22) that

3
(4.26) o2 A, = m(x + 1)UX (z(:”)) Yo+ Y Ei. in Qs

Te i=1

To estimate 1., we define a comparison function
22
wlf(x) = (B + @) .
O¢
Then, by ([23) and the fact that [Hr, , (y(x))| < C in Qs, we have that
z(x
( )> . (x)

€

< B2)=2) <B+@)_%—m(><+l)Ax <B+Z(I)>_2 <B+z(x))2_

X2 O¢

o2 Awy () — m(x + 1)UX <

—oe(n— 1)HF2<I>(y(x))2XX_ 2 <B N %)1%
B2 <B+ Z(‘”))_% 2(x+2)(x+1) <B+ z(x))—%

X2 o, X2

Licensed to Wuhan University. Prepared on Tue Sep 9 03:04:07 EDT 2025 for download from IP 115.156.78.39.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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—o(n— 1)Hrz(z)(y(w))2xx_ & (B * @) :

< Co, (B-i-%)li_%(B_’_%)Ei
<o, <B+%ﬂj))1‘i |:C—g(BUE—|—z(m))—l:| B g (B+ ZS))_%
§_§ (B+@>x

X o.

for x € Qs,, where d; € (0, dp) is sufficiently small and independent of €. Since
wy () ~ ex* and [ ()| < Cex on Ts,
and

4
4.2 11 = m = 0O(ex 9]
(4.27) xe%¥2|w8| 0 xeasza;\{asz‘%' (ex) on M,

by the maximum principle, we have [¢.(z)| < Ce*w; . in Q5,. Thus, it remains to
prove ([@I9) holds in Q2 \ Q5,. We note that there is a constant C > 0 independent
of € such that

2-2 .
Cet (1—}—@) >ex, VreQ\Q.

Combining this and Lemma 2] we complete the proof of the inequality (£19). O

Next, we shall calculate fQ uXdz for the case y > 2. By Lemma ] and simple
calculations, we have [, uXdz = fm uXdz + O(e*). From Lemma 3] we get

/ i = / 5 [U (%) ou(n— VHr (y(@)s (%)

+0 (54(1 + @)2‘%> rdx

[ @)0;
e [ 0 (B2 (om0t wen (2] ) a
+ /95 Ux-1 (Z((f)> %) (54(1 + Zé?fi) dz
o[ s (50 0 (8 (22) 4 2t
where we have used the facts o, ~ 2 and

U (Z(x)) > Oy (ﬁ) > gt (1 n Z(‘T))Z_% in Q.

O¢ O¢
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Using the co-area formula in Lemma 2Tl we have

/QS ux <@> dz = /06 /m Ux (Ui) (1= (n—1)zHaa(y) + O(z*))do,dz

3/(oe)
—olo0] [ VX + O
0

6/(o¢)
—o2(n—1) H@g(y)day/ 2UX(z)dz
0

o0
= el — (n ~ ) A% log(0.)| [ Hon(y)do, + O(),
o0
and
| @60 (32 e (oaa
= [ @) (%) (Honty(a)) + Olste)hia
3/(oe)
—o. [ Han(wdo, [ wtamea s o
0
_ AX 2
= Zgeelonen)| | Hoalw)dn, + 0(=).
Therefore, we have
)\g = %%\am —(n— 1)AXUS| 10g(05)|/ Hao(y)doy,
o0

(n — 1)xAx , / 4
——=0o2|log(o- H do, + O(e
T4 | log (o) - oa(y)doy + O(e7)
AX 8(n — 1)AX \
= 2o - ST DA 2oy H, .
oelon - =B o gl [ Hon(w)da, + 0(:)

With o, = e\, solving the above equation, we can get the following key result.

Lemma 4.4. Consider equation [@Il) with Q being a smooth domain. Let A\, =
1

(JquXdx)?. Then

o 456109 + O(e?)

e = o
(4.28) 14 8=l 22 loge| [, Hoa(y)do,
AX 8(n —1)Ax , s
= B E‘aQ| (1 X+4 9 |10g€‘ o0 Haﬂ(y)do—y +O(E )

Based on Lemmas [£.3] and [£.4] we are able to derive a three-term expansion for
the normal derivative of the solution on the boundary.

Proof of Theorem 2.4l Let

Ve(r) = uc(z) = U (Z(I)> —o.(n—1)Hr,, (y(x))ps (Z(x)) _
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By Lemma [£3] and the fact 0. = e\, ~ €2, we have

2_2
(4.29) [ (z)| < Ce? <1 + @> < Cex for z€Qs

g

Set

Y (2) = e (0e2), for &€ Qfe.
Then ). (&) satisfies

(4.30)
Bate() = m(x+ DU (282) .(0) + - Bioloud) i a0
be()=0 on 0%,
¥=(2) = O(ex) on 907\ IO,
where

O :={2|o.2€Qs} and Q% ={2]|o.2 €N}
On the other hand, by Lemma [£3] we have

be(#) < Ce* (1 N M)Q- |

UE
As a consequence, if z(0.2) ~ o, i.e., for dist(z, Q) ~ 0., we can show that
e (@)] = [ (@)] < Ce™.

Then applying the classical elliptic regularity theory for equation (A30) in the
region (35 , we get that

3
19<llwo (5, ooz <€ ('Wﬁw(m@oms‘i) | 2 Eicloed) Lq(&(@o)m?))
< Ce',
where dist(Zg, 0027¢) < 2. Thanks to the Sobolev embedding theorem we get that
|0=(&)| + |Vate(2)| < Ce* for 0.8 € Q..
Equivalently, we have
[Ye(z)] = O(h),  |Vate(2)| = O(?) for o€ Q0.

As a consequence, for any x € 99, |V (z)] = O(¢?). Then we can compute the
normal derivative of the solution u. on the boundary by U, ¢3 and Lemma 4.4l and

obtain
(4.31) A
0,u-(z) =-U'(0) + (n = D Hon(@)é4(0) + O() =~~~ + 0(1)
O¢ e X BT
L2 1 6(n—1) A
T BT aen] ot D pEan) /aQ Hoaly)do, +0(1)
xXmu 16(n—1) @

= — — loge H, do, + O(1).
S0 20 ot ) oa] 08l [, Hoalw)dey + O)

For any a € (0,4), we consider the following equation

z(x)) +oe(n—1)Hr_, (y(z)) s (

O¢

z(x)

(432) a=u.(z)=U ( ) + ().

O¢
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Obviously, we get that z(z) ~ o.. As a consequence of above analysis, we have
e (z) = O(e*). Furthermore by the smoothness of the domain, we have

|Hoo(y(2)) — Hr.,, (y(x))| = O(0c)

for any x € {€ € Q| u-(§) = a} with a € (0,7). Then solving [@32)) is equivalent
to solving

43 a=u@) =V (22) 4o D)o (22) + o

O¢ O¢

Since U(z) is a strictly decreasing function, we can find a unique z,, such that

2
U(zu,a) = a. By the expression of U(z) we have z,, = (2)* — B. Using (28],
we end up with

[ AX 5  AX8(n—1)Ax 4 4
— (—8Q|5 — fWk’?QHlogs\s /89 Hpq(y)doy | zu,a + O(e%),

which yield (Z24]) and hance completes the proof. O

5. APPENDIX (PROOF OF LEMMA [2.])

Proof of Lemma Bl For any point y° € 09, there is a small neighborhood of
y°, denoted by U0, such that the n-th coordinate of any point y in U, can be
represented as a function depending on the previous m — 1 coordinates, i.e., we
can find a smooth function ¢ such that y = (y1,- -+ , Yn—1, (Y1, ,Yn—1)) for any
y € Uyo. Based on this setting, the unit inner normal vector is given by

Dy — (DoY) 1)
oy W = AT D
where

do(y') . Oe(y)
8yl ’ 78yn—l

Dw(y’)—( > and ¢ = (y1, "+, Yn-1)-

Then the mean curvature at y € Uyo is

= 1 ot Oy, 0(y")
5.2 H, = — Opvi=—=D 0| 75 |-
(5.2) o9 (y) ”—1; v n-yZ ’"’( 1+|D<p(y/)l2>

i=1

According to the definition of the map X : 9§2 x (0,6) — s, we have

> = 2) — v ') = (o / ZM
(5.3) X(y:2) = X(y,2) = (v, 0(y)) + T Do)
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By a direct computation, we have

%1 1
8X(y/7 Z) _ Id(n—l)x(n—l) :
8(:{/7 Z) VUnp—1
aylw ayn—lgo | Vn 1
(54) ayl 11 L 8y"71U1 0
+z . .
(9y1 VUn—1 ="°° aynflyn,l 0
Oy Vn =+ Oy, Vn 0
= Mi(y') +2Ma(y).
By (I)-(E4), we get from direct computation that
n—1
(5.5) det M1(y') = va(y) = D vi(y)0y0(y') = V1 +|Dp(y) [,
i=1
and
(5.6)
OX(y'
det (ﬁ) = det My (y') det (Idpxn +z./\/ll_1(y')/\/lg(y/))

T+ [Dp(y)P (142 Trace (M7 (¢ )Ma(y) + O(=2) ).

In order to compute Trace (M7 ' (y')Ma(y’)), we first compute the inverse matrix
of My (y') and derive that

M)
—(det M1(y"))"11n
_ 1d (1) x (n—1) +(det M1 (y")) " 10idy, ¢ :
—(det M1 (y') -1
—(det M1 (y) 71y, - —(det Ma(y) Ty, _ e | (det M1 (y")) ™t

As a consequence, using (5.2]) and elementary matrix computation, one gets

Trace(M; ' (v )Ma(y'))

n—1

Vz Yji 82!11/] Viayﬂyn
_ O, Vi ;P . :
: viVi + Z det M1 (y det My (y')

N
Il
-

1 —
_(n - 1)7‘[89(3/) + Wl(y/) Z ; Viay].goayiuj — ViayiVn

1=

—(n = DHaa(y),
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where we have used that

n—1 [n—1

Z Z Viayj 4,0(9%. Vi — Viayi Vn

i=1 \j=1
n—1n—1 —1
- 2 2\2 YiYk Yk
Ly 1+ D] (1+ [DyP?)? &
n—1n—1
0 10)
Z Z )2 Z Yy POy, P
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Therefore, by ([B.6) and (1) we obtain that
det(My(y) + 2Ma(y) = V1 +[De(y)]? (1 = (n = DHoa(y)z + O(=?)).
On the other hand, using do, = /1 + [Dy(y')|2dy’, we have
dz = /14 |Do(y)|2 (1 — (n — 1)zHaq(y) + O(z%)) dy'd=
= (1= (n—1)zHaoa(y) + O(2*)) do,d=.

Then we get (2.8) for a part of Q5, where the n-th coordinate can be represented
by the other n — 1 ones. The other parts can be treated similarly, where the only
difference is that we may represent the i-th coordinate (other than the n-th one)
by the other n — 1 coordinates. O
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