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Abstract

In this paper, we are concerned with two SIS epidemic reaction—diffusion models
with mass action infection mechanism of the form S/, and study the spatial profile of
population distribution as the movement rate of the infected individuals is restricted to
be small. For the model with a constant total population number, our results show that
the susceptible population always converges to a positive constant which is indeed the
minimum of the associated risk function, and the infected population either concen-
trates at the isolated highest-risk points or aggregates only on the highest-risk intervals
once the highest-risk locations contain at least one interval. In sharp contrast, for the
model with a varying total population number which is caused by the recruitment of the
susceptible individuals and death of the infected individuals, our results reveal that the
susceptible population converges to a positive function which is non-constant unless
the associated risk function is constant, and the infected population may concentrate
only at some isolated highest-risk points, or aggregate at least in a neighborhood of the
highest-risk locations or occupy the whole habitat, depending on the behavior of the
associated risk function and even its smoothness at the highest-risk locations. Numer-
ical simulations are performed to support and complement our theoretical findings.
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1 Introduction and existing results

The outbreak of the novel coronavirus disease 2019 (COVID-19) has caused tremen-
dous impacts on public health and the global economy. As it is commonly recognized,
population movement is a significant factor in the spread of many reported infectious
diseases including COVID-19 (Balcan 2009; Brockmann and Helbing 2013; Jia 2020),
and the lockdown and quarantine has turned out to be one of the most effective mea-
sures to reduce or even eliminate the infection (Kraemer 2020; Tian 2020). On the
other hand, the importance of the population heterogeneity has also been observed in
the complicated dynamical behaviour of the transmission of COVID-19 (Britton et al.
2020a,b; Di Lauro et al. 2021).

To gain a deeper understanding of the impact of population movement and hetero-
geneity on the transmission of epidemic diseases from a mathematically theoretical
viewpoint, in the present work we are concerned with two SIS reaction—diffusion
systems with mass action infection mechanism in a heterogeneous environment. We
aim to study the spatial profile of population distribution as the movement rate of
the infected individuals is controlled to be sufficiently small. Such kind of informa-
tion may be useful for decision-makers to predict the pattern of disease occurrence
and henceforth to develop more effective strategies of disease eradication. The mass
action infection mechanism was first proposed in the seminal work of Kermack and
McKendrick (1927), in which the disease transmission was assumed to be governed
by a bilinear incidence function S/ [one may also refer to Kermack and McKendrick
(1991a,b,c) or Peng and Wu (2021)]. The systems under consideration in this paper
are possibly the simplest yet basic SIS epidemic models.

The first model we will deal with in this work is the following coupled reaction—
diffusion equations in one-dimensional space:

St —dsSxxy = —Bx)ST 4+ y(x)I, O<x<L, t>0,
Iy —dily = B(x)ST — y(x)I, O<x<UL, t>0, (1)
Sx:x:()y x=0,L, t>0, '

S(x,0) = So(x) >0, I(x,0)=1Ip(x)>,#0, 0<x <L.

Here, S(x, t) and I (x, t) are respectively the population density of the susceptible and
infected individuals at position x € [0, L] and time ¢; the homogeneous Neumann
boundary condition means that no population flux crosses the boundary x = 0, L;
dg and dj are positive constants measuring the motility of susceptible and infected
individuals, respectively; and the functions B and y are Holder continuous positive
functions in [0, L] representing the disease transmission rate and the disease recovery
rate, respectively.
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Integrating the sum of the equations of (1.1), combined with the homogeneous
Neumann boundary value conditions, we observe that

L L
/ (S(x, 1) + I(x, 1)) dx = / (So(x) + Io(x))dx =: N, Vt > 0.
0 0

Thus, the total population number in (1.1) is conserved all the time.

The system (1.1) was investigated in the recent works (Deng and Wu 2016; Wu and
Zou 2016; Wen et al. 2018); in particular, when the movement of either the susceptible
or infected population is restricted to be slow, the authors explored the profile of the
spatial distribution of the disease modelled by (1.1). The understanding of such a
profile amounts to determine the behavior of the so-called endemic equilibrium with
respect to the small diffusion rate dg or d;. The endemic equilibrium of (1.1) is a
positive steady state solution, which satisfies the following elliptic system:

—dsSxx = —px)SI +y(x)I, O0<x <L,
—diLix = B(Xx)ST — y(x)1, O0<x<L,
Sy =1, =0, x=0,L, (12)

L
f (S(x) + I(x))dx = N.
0

According to Deng and Wu (2016); Wu and Zou (2016); Wen et al. (2018), if

minyeo, 1] % < %, for any small d; > 0, (1.2) admits at least one positive solution

(S, I), which is called an endemic equilibrium (EE for abbreviation) in terms of
epidemiology; moreover, (S, I) satisfies S, I € C2([0,L]) and S, I > 0on [0, L].

As remarked in Wu and Zou (2016), it is a challenging problem to study the spatial
profile of EE of (1.2) with respect to the small movement rate dj of the infected
population; in Wen et al. (2018), the authors provided a first result in this research
direction. Indeed, they proved the following conclusion.

Theorem 1.1 (Wen et al. 2018, Theorem B) Assume that min, o, 1] % < ¥ Then

as di — 0, the EE (S, I) of (1.2) satisfies (up to a sequence of dy) that S — S
uniformly on [0, L], where S € C([0, L]) with minyg,z] % < S(x) < max[o,z] %,
and I — p weakly for some Radon measure |1 with nonempty support in the sense of

L
/(; I(x)¢(x)dx — /[0 ; c(x)p(dx), V¢ e C([0,L]). (1.3)

Obviously, Theorem 1.1 does not give a precise description for S and 11 and hence
the spatial profile of the susceptible and infected populations remains obscure. From
the aspect of disease control, it becomes imperative to know an informative behavior
of w. In this paper, we manage to give a satisfactory result on the profile of S and L.

In (1.1), some important factors such as the death and recruitment rates of population
are ignored so that the total population number is a constant. In order to take into
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account the death and recruitment rates of population, the following reaction—diffusion
epidemic system was proposed in Li et al. (2018):

St —dsSxxy = Ax) =S —BX)SI+yx)I, O<x<L,t>0,
I,—d1lxx=,B(x)SI—[y(x)+n(x)] I, O<x<L,t>0,
S, =1, =0, x=0,L,t>0,
S(x,0) = So(x) >0, I(x,0) =1Ip(x) >,#0,0<x < L.

(1.4)

The recruitment term of the susceptible population is represented by the function
A(x) — § so that the susceptible is subject to the linear growth/death (Anderson and
May 1979; Hethcote 2000); 17 (x) accounts for the death rate of the infected. Here, A, 7
are assumed to be positive Holder continuous functions on [0, L]. All other parameters
have the same interpretation as in (1.1).

It is easily seen that the following elliptic problem

—dsSyy =A(X) =S, 0<x <L; S(0)=S(L)=0 (1.5)

admits a unique positive solution S. Then (S, 0) is a unique disease-free equilibrium
of (1.4). An EE of (1.4) satisfies the following ODE system:

—dsSyx = A(x) =S = BO)SI+y ()], 0<x<L,
—diLix = B(X)SI — [y (x) + n(0)] 1, 0<x<L, (1.6)
Sy =1, =0, x=0,L.

As one of the main results of Li et al. (2018), the following conclusion on the profile
of EE of (1.6) with respect to small d; was established.

Theorem 1.2 (Li et al. 2018, Theorem 3.2) Assume that the set {x € [0,L] :
,B(x)S‘(x) > y(x)+n(x)}is non-empty. As d; — 0, then any EE (S, I) of (1.6) satis-
fies (up to a subsequence ofdl) that S — § uniformly on [0, L], where Se C([0, L]
and § > 0 on [0, L], and fo Idx — I for some positive constant I.

We would like to emphasize that the techniques used in the analysis of systems
(1.2) and (1.6) are significantly different. In particular, for system (1.6), we encounter
a free boundary problem of elliptic type, which requires new ideas and techniques to
address. Additionally, it is not trivial to adapt the methods in this paper to a higher
dimensional domain, and the extension of our results to a higher dimensional domain
presents additional challenges due to the increased complexity of the problems.

The rest of paper is organized as follows. In Sect. 2, we state the main theoretical
results, and in Sect. 3, we carry out the numerical simulations and discuss the impli-
cations of our results in terms of disease control. Section 4 is devoted to the proofs of
the results presented in Sect. 2. In the appendix, we recall some known facts which
will be used in the paper.
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2 Statement of main results

In this section, we state the main findings of this paper on models (1.2) and (1.6).
To proceed, we underline some terminologies frequently used throughout the paper.
For model (1.2), we call % the risk function, and call each element of the set {x S

[0,L] : 583 = mincepo,r) 553} a highest-risk point (or location). Similarly, for

model (1.6), we call % the risk function, and call each element of the set

{x e[0,L]: % = miny¢o, 1] %tg(x)} a highest-risk point (or location).

2.1 Results for model (1.2)

For the sake of convenience, we set

YD = min k),

k ’
x) B(x) x€[0,L]

and
Or = {x €[0,L]: k(x) = kmin}.

We note that when the risk function k(x) = k is a positive constant, it follows from
Wen et al. (2018) that S(x) = k is a constant, and in turn by the equation of 7, we
N

immediately see that I = ¥ —k is also a positive constant provided that k < T -Inwhat

follows, we do not consider such a trivial case and assume that k(x) is non-constant
on [0, L].

We now state our main result on the asymptotic behavior of any EE (S, I) of (1.2)
as d; — 0 as follows.

Theorem 2.1 Assume that k(x) is non-constant and kyip < % Then as di — 0, the
EE (S, 1) of (1.2) satisfies

S(x) = kjyin uniformly for x € [0, L]. 2.1)

The following assertions hold for the asymptotic behavior of 1.
(i) If ®r = {x0}, then we have
I(x) = (N — Lkpin)d(xo) weakly in the sense of (1.3),
where §(xq) is the Dirac measure centered at xo. Moreover, I(x) — 0 locally
uniformly in [0, L]\ {xo}.
(ii) If ©r = [o01, 02] for some 0 < o1 < 02 < L, then we have

I(x) — 0 uniformly on [0, 01] U [02, L],
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and

I(x) —> f(x) uniformly for x € [o1, 02],

where [ € Cz([gl, 02]), [ >0in (01, 02), and [ is the unique positive solution

of

_Axxzﬁsn(&_f)is 01 <X <02,

0, X =01, 02, (2.2)
dx =N — Lkm,'n,

~o>

where the positive constant a is uniquely determined by the integral constraint in
(2.2).

Regarding Theorem 2.1, we would like to make some comments in order as follows.

Remark 2.1 In addition to the two cases treated in Theorem 2.1, we can handle some
more general cases. In particular, we would like to make the following comments.

(i) If the set ®; contains only finitely many isolated points, say {x,-}{:1 for some
Jj > 2, then one can slightly modify the proof of Theorem 2.1(i) to show that
S — kyin uniformly on [0, L], and I — 0locally uniformly in [O, L]\({x,-}{zl),
and
j
I(x) —> Z ¢id(x;) weakly in the sense of (1.3),
i=1

where §(x;) is the Dirac measure centered at x; and the nonnegative constants
¢; fulfill Z{:l ¢; = N — Lk,,;,,. Nevertheless, we can not determine the exact
values of ¢;; in other words, as d; — 0, it is unclear to us whether I concentrates
atall x; (1 <i < j) or only some of them. The numerical results suggest that
the former alternative holds; see Fig. 1 in Sect. 3.

(ii) If the set ®; contains at least one proper interval of [0, L], by adapting the
argument of Theorem 2.1(ii), we can show that S — k;;;,, uniformly on [0, L],
and I — 1 uniformly on [0, L] with

[=0 on[0,L]\ O, /fdx:N—Lkm,-n.
O

In particular, if ®; = ( 'I./*:l[gi, @i]) U (U{xi}{io) for some j. > 1, j* >0
with [gi, o;1N [gj, 0;j]=Wfori # j, then we can prove that

F=0 onf0, L1\ O(gi,@) ,
i=1
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and in (gi, 0;) (1 <i < jy), either I =0orl > 0. Without loss of generality,
assuming that f(x) > (0 forx € U{*zl(gi, 0;) for some 1 < J-A* < js, then in

each such (gi, 0;), we can conclude that I solves

|

where the positive constants ¢; fulfill implicitly that

>

c=E8@ - DI, o <x <o

=

—1

~> |

=07 ngl" El’

Jx 0;

Z/ [dx = N — Lkpin.

i=179;

However, it seems rather challenging to prove whether Iis positive on all intervals
(0., 0;) (1 <i < ji) or only on some of them. Our numerical results suggest
that the former alternative holds; see Fig.2 in Sect. 3.

(iii) The assertion in (ii) above suggests that if the highest-risk locations contain at
least one interval, then the disease can not stay on any possible isolated highest-
risk points once the infected individuals move slowly.

Remark 2.2 In the case (ii) of Theorem 2.1, if oy = 0 (or g2 = L), the results of
Theorem 2.1 still hold true if we replace the Dirichlet boundary condition of [in(2.2)
at o1 = 0 (or oo = L) by the Neumann boundary condition fx (0) =0 (or fx (L) =0).
A similar remark applies to the case discussed in Remark 2.1(ii) above.

Remark 2.3 After this paper was finished, we noticed the work (Castellano and Salako
2022) in which the authors derived (2.1) and the convergence of the /-component in
the case (i) of Theorem 2.1 in any spatial dimension in a more general setting; see
Theorem 2.5(i) there. However, their result does not establish the convergence of the
I-component within ®y in the case (ii) of Theorem 2.1 nor in the more general case
mentioned by Remark 2.1; on the other hand, our proof of (2.1) and the convergence of
the 7-component outside of ®y is different from that of Castellano and Salako (2022).

2.2 Results for model (1.6)

We now turn to system (1.6). For the sake of simplicity, we assume that A in (1.6) is
a positive constant, and also denote

_ Y@@ o in Ao

h
x) B(x) x€[0,L]

and
Op = {x €[0,L]: h(x) = hpin}-
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Clearly, S(x) = A.We also enhance the existence condition of EE of (1.6) in Theorem
1.2 by imposing the following condition:

A > h(x) forall x € [0, L]. 2.3)

We underline that the assumption that Ais a positive constant and the condition (2.9)
are of importance for our analysis. However, we speculate that the limiting profiles of
the susceptible and infected populations may be similar in the more general scenario
where A is a positive function and the set {x € [0, L] : ,B(x)S‘(x) > y(x)+nx)}is
non-empty (note that the latter condition is necessary to guarantee the existence of an
endemic equilibrium for all small d; > 0).

Now we can state our main findings on the asymptotic behavior of any EE (S, I)
of (1.6) as d;j — 0. The first result reads as follows.

Theorem 2.2 Assume that (2.3) holds. As d; — 0, thenany EE (S, I) of (1.6) satisfies
(up to a subsequence of dy) that S — S uniformly on [0, L], and I — p weakly in
the sense of (1.3), where 11 is some Radon measure and S solves weakly in wh 2(O L)
the free boundary problem:

- dSSXX =A- S - T)(X)M({x})hxe[o’ L]: S’(x):h(x)}’ X € (07 L) (24)

Here, /L({x})|{x€[0 L1 $)=h(n) is the restriction of u on the set {x € [0, L] : 3'(x) =
h(x)}; otherwise, u({x}) = 0. Moreover we have the following properties for jv and
S.

(i) The Radon measure | satisfies
n(fx €[0,L]: $(x) #h(x)}) =0, p(fx €[0,L]: Sx)=hx)}) > 0. (2.5)
(ii) The function Se C ([0, L)) satisfies

Bmin < S(x) < h(x), Vx € [0, L], 2.6)
O C {x €[0,L]: S(x) =h(x)}; 2.7)

If x1, xo € Oy withx; < x2 and (x1, x2) N O = O, then
Bmin < S(x), Vx € (x1, x2). (2.8)

Theorem 2.2 states that the distribution of the susceptible population is generally
non-uniform in space, despite its presence throughout the entire habitat, and that the
disease will not become extinct in the entire habitat. However, Theorem 2.2 does
not offer in-depth insights into the spatial distribution of the disease. As a result,
our subsequent analysis aims to explore the properties of S and u using specific yet
representative risk functions 4. The outcome will provide a more accurate depiction
of the disease’s profile. Indeed, we can obtain the following result for (1.6).
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Theorem 2.3 Let S and w be given as in Theorem 2.2. Assume that h € C*([0, L)
and (2.3) holds. The following assertions hold.

(i) If —dshyx < A —hin (0, L), hy(0) > 0and hy(L) <0, then we have
S(x)=h(x), Vxel0,L], (2.9)
A —h(x) +dshyc(x)

w{x}) = , ae. for x € (0, L). (2.10)
1(x)

(ii) If hy is non-decreasing on [0, L] and ®y = {79} for some 0 < 19 < L, then
the following assertions hold.

(a) When 0 < 19 < L, we have
$(x) =h(x), Vx € [n. 1], (2.11)
and in [0, 1) U (12, L], S<h satisfies

—dsSi(x)=A—8, xe(,1)U(t, L),
$:(0) =0, S,(L)=0, (2.12)
S(zr)) = h(r1), () = h(w),

and [ satisfies

w(op = AZhD Hdshec 0O e (). (@13)
n(x)

n({x}) =0, Vxel0,1)U(m, L], (2.14)

where the numbers 11, o with() < 11 < 19 < T2 < L are uniquely determined

by

—1/2 —-1/2

s T _ _ _dé/zhx (11) s (=) _ _d;‘/zhx ()

25 A—h(@) p2aPw-n g A—h(m)’
(2.15)

(b) When 1y = L, then we have the following assertions.
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71/2 1 dl/zh-(L)
(b-1) If G ,1/2_ > — 1S\7hA(L) , then (2.11) and (2.13) hold with [11, 12]
+1

replaced by [t1, L], u([0, 71)) = 0, and on [0, 11], S satisfies

{—dsﬁxxoc) =A-=38, xe(.), 016

$:(0) =0, S(r1) = h(z),

where 0 < 11 < L is uniquely determined by the first equation in (2.15).
—1/2 ) /2

(b-2) If o _1/2: < - Z"(;L)) then § is the unique positive solution of
—dsSec(x) = A =8, xe.L) a1
Sx(0) =0, S(L)=h(L),
and | satisfies
L A
AL — S(x)dx
n(0,L)) =0, pn({L}) = AL Jp Sdx (2.18)

n(L)

(c) When ro = 0, then we have the following assertions.

a2 1/2
(c-1) Ife _1/2_1 > df\_hhx(é?),then(2.11)and(2.13)holdwith [t1, 2] replaced
+1

by [0, 721, u((t2, L)) =0, and on [, L], S satisfies

—ds§ =A-3S§ L

- dgSyx(x) - S, x € (m, L), (2.19)
Sx(L) =0, S(m) = h(m),

where 0 < 1o < L is uniquely determined by the second equation in

(2. 15)
Ldg —1/2 1/2h ©)
(c-2) If i ,1/2_1 < AThO) then S is the unique positive solution of
+1

{ngsxx () =A-8 xe(L), (220)
Sx(L) =0, S§(0) = h(0),
and . satisfies
AL — [F§@od
w((©,L]) =0, n{0}) = M (2.21)

n(0)

(iii) If hy is non-decreasing on [0, 01] U [02, L] and ®), = [01, 02] for some 0 <
01 < 02 < L, then all the assertions in (ii)-(a) above hold, where the numbers
71, T2 satisfying 0 < 11 < 01 < 02 < T2 < L are uniquely determined by
(2.15).
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For model (1.2), our result shows that the infected population concentrates or aggre-
gates only at the highest-risk locations. In sharp contrast, for model (1.6), our result
suggests that the disease will occupy a neighborhood of the interior highest-risk loca-
tions or even occupy the whole habitat [0, L], or concentrates only at the boundary
highest-risk location, depending on the risk function /. More detailed discussions on
the implications of our theoretical results, along with numerical simulations, will be
given in Sect. 3.

We would like to make some remarks on Theorem 2.3 as follows.

Remark 2.4 1t is worth mentioning that all the statements in Theorem 2.3 except the
expression (2.13) for the Radon measure p remain true provided that the risk function
h e C1([0, L]). Such a comment also applies to Lemmas 4.1-4.4 in Sect. 4.

Remark 2.5 (i) It is clear that Theorem 2.3(i) holds if 4 < A is a constant or more
generally 4 is a unique solution to the following problem:

_dthx =A- h7 X € (09 L)5
h(0) = o1, h(L) = o2,

where 0 < o1, 0o < A. When h,(0) > 0, the change of the derivatives from
Sx(0) =0to S‘x (0) = hy(0) > 0 would suggest that I should experience the
concentration phenomenon at x = 0 (that is, /(0) — 00) as dj — 0. The same
remark applies to the case of h, (L) < O.

(ii) In contrast to Theorem 2.3(i), it is easily seen that S # h on [0, L] provided that
—dshyy (x*) > A — h(x™) for some x* € (0, L).

(iii) Clearly, the assertions of Theorem 2.3(ii)-(b1) hold if 4, (L) = 0 and the assertions
of Theorem 2.3(ii)-(c1) hold if &, (0) = 0.

(iv) Inageneral case that ® contains an interior isolated point and /. is non-decreasing
in a neighbourhood of such a point, we can conclude that (2.9) and (2.10) hold in
some neighbourhood of this point; if ®;, contains an interval, a similar conclusion
also holds. See Lemma 4.1 and Lemma 4.3 below.

3 Discussions and numerical simulations

In recent years, many reaction—diffusion models have been proposed to investigate
the transmission dynamics of infectious diseases in a heterogeneous environment. For
example, models associated with (1.1) have been studied in Allen et al. (2008); Du and
Peng (2016); Deng and Wu (2016); Gao (2019); Li and Bie (2019); Li et al. (2017a,b,
2018); Magal et al. (2018, 2019); Peng (2009); Peng and Liu (2009); Peng and Yi
(2013); Peng and Zhao (2012); Suo and Li (2019); Tong and Lei (2018); Wu and Zou
(2016). When the random diffusion is not present, such kind of models have been
explored in Allen et al. (2007, 2009); Gao and Dong (2020); Gao and Ruan (2011);
Li and Shuai (2009); Li and Peng (2019); Vargas-De-Leon and Korobeinikov (2013);
Wodarz et al. (2002); Wodarz and Nowak (2000) and the references therein. One may
also refer to Cui and Lou (2016); Ge et al. (2015); Han and Lei (2019); Lei et al.
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(2018); Li et al. (2018); Lei et al. (2020); Li et al. (2020); Song et al. (2019); Wang
and Wu (2023); Wang and Wang (2021); Zhu and Wang (2020a, b) for relevant studies
on the effect of random diffusion on the dynamics of infectious diseases.

In this paper, we have investigated the positive steady state solution (namely, EE)
of the SIS epidemic reaction—diffusion models (1.2) and (1.6), in which the disease
transmission is governed by the well-known mass action infection mechanism, due
to Kermack and McKendrick (1927). In model (1.2), the total population number of
the susceptible and infected populations is a constant, while in model (1.6), the total
population number is varying, which results from the inclusion of the recruitment for
the susceptible population and the death of the infected population. Our purpose is to
determine the spatial profile of EE as the movement rate d; of the infected individuals
tends to zero. Such kind of information may be useful for decision-makers to predict
the pattern of disease occurrence and henceforth to develop effective disease control
strategies.

The previous works (Li et al. 2017b; Wen et al. 2018) derived partial results regard-
ing the spatial profile of EE for (1.2) and (1.6) as d; — 0O; however, a precise
characterization for the distribution of susceptible and infected populations is lacking.
In the present work, we have provided a comprehensive understanding on this issue.
Below we shall summarize the main theoretical findings of this paper, which will also
be supported or complemented by our numerical simulation results. We remark that
our numerical computations are directly performed to the parabolic systems (1.1) and
(1.4) by the MATLAB PDEPE solver. Then the time-independent profiles of (1.1)
and (1.4) are used to approximate the solution profiles of corresponding steady-state
systems (1.2) and (1.6), respectively. All solution profiles are plotted at time ¢ = 400
without further mention below.

3.1 Profile of EE of model (1.2) asd; — 0

As pointed out before, when the risk function k(x) = % is a constant on the entire

habitat [0, L], then (k, &' — k) is the unique EE of (1.2) provided that k < %, while
(%, 0) is the unique disease-free equilibrium of (1.2) provided that k > % Indeed,
in such a trivial case, one can follow the same analysis as in Deng and Wu (2016,
Theorem 4.1) to conclude that (k, % — k) is a global attractor of (1.1) if k < % and
(%, 0) is a global attractor of (1.4) if k > % Thus, unless otherwise specified, we

always assume below that the risk function k(x) = &i) is non-constant on [0, L].

According to Theorem 2.1, for model (1.2), one finds that the susceptible population
S converges to the positive constant k,,;, as d; — 0, which means that the susceptible
will always distribute homogeneously on the entire habitat once the movement of the
infected individuals is restricted to be sufficiently small. Nevertheless, the profile of
the infected population 7 as dj — 0 crucially depends on the distribution behavior
of the highest-risk set ®; of the risk function k(x). More precisely, concerning the
profile of I for model (1.2), we have the following findings.

(i) If ® consists of a single point, then / must concentrate only at such a highest-risk
point.
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(a) O = {3} (b) O = {5: 3} () Or={5 5.1}
Fig. 1 Numerical simulations of the solution profile of model (1.2), where L = 1, N = 2,dg = 1,d; =
10_7, Bx) =1+ %sin(Z:Tx), y(x) = k(x)B(x), kmin = % and k(x) is chosen as follows. In (a),
k(x) = 1+ cos@rx). In (b), k(x) = 1 —4x, 0 < x < §1k(x) = 4x, § < x < Lik(x) =
Ssxy<hk@=x Lsx <l k@) =1-4x, 0<x < k(x) =4x, § <x <

2 —4x, %§x<%;k(x):4x—l, %§x<%; k(x):%—x, %Sxfl

% —2x,
15 k()

Il mi—

(ii) If ®¢ contains only multiple isolated points, it follows from Remark 2.1 that
I will also concentrate at least at one of those highest-risk points, and the disease
will vanish elsewhere. As shown in Fig. 1a—c for three typical cases, our simulation
results suggest that / should concentrate at all such highest-risk points, though the
population number of [ at each such highest-risk point may vary, depending on the
functions B, y.

(iii) If ®; contains at least one proper interval, then no concentration phenomenon
occurs for the disease distribution, and the infected population will aggregate only on
such intervals consisting of highest-risk points, regardless of whether there are isolated
highest-risk points or not (see Fig.2a, b). Indeed, our numerical results indicate that
the infected population will aggregate on all such intervals consisting of highest-risk
points (see Fig.2c); however the population number of [ at each such interval may be
different, depending on the functions g, y.

3.2 Profile of EE of model (1.6) asd; — 0

For model (1.6), for the general Holder continuous risk function /, under the condition
(2.3), as df — 0, we know from Theorem 2.2 that the susceptible population §
converges to a positive function S, which is non-constant unless / is constant.

The infected population / converges to a positive Radon measure 1, whose support
is contained in the region where S touches h, and if additionally the risk function # is
of C2, we see from Lemma 4.1 and Lemma 4.3 in Sect. 4 that the infected population
aggregates at least in a neighborhood of the highest-risk locations.

Furthermore, when & € C?([0, L]), in light of Theorem 2.3, one can draw the
following conclusions concerning the asymptotic profile of 1.

(1) For any risk function # satisfying

—dshyx <A —h in(0,L), he(0) =0, hy(L) <0,
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(a) Or =3, 3] () O, = [1, 51U {} (©) ©r =0, 7] U{F} V[, }]

Fig. 2 Numerical simulations of the solution profile of model (1.2), where L = 1, N =2,dg = 1,d; =

1075, Bx) = 1,y(x) = k(x)B(x), kmin = % and k(x) is chosen as follows. In (a), O = [%, %],
k(x) = %+5(x7%)2,0§x < 4]1 k(x) % % <x < 4, k(x)— 1 +5(x7§)2, % <x <1
In (b), O = [1. 31U {F} k(x) = 2 +aa-DL osx < k=14 L <x< ;, k(x) =
Trac-D2 L<x <3k =1+160-7

2.0 < <
D 3 <x<1In), ®k [0, {5]U { JUL3. 31,
z 2—

=<

k(x)_i, 0<x <1 k(x)_8x, E<x<hikw=1t<x<iikw= L sax<
5 3 11 1 1 5 .
gk(3x)—8)c77 §§x<7 k(x)=778x,7§x<8,k(x)—2,g x<4,k(x)—
5 = < <
36 gsx=1
! | ] ! == — (o) =] [—w]] ' I he ] ! | | | 0],
1.35] 1.35] 18] 180 1.25] 1.25] - !
15 13 . 1 115 1.15 ~ 160, K K 160,
SN R 12 e ) 140
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115 IR O ; ' " Mk \
, ' 105 rosf w0 | | w
1.1 11p ' 8| ; )| " !
. ] i 60] 1.05 1.05 60
108 105t} ‘s / ) |
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1 1 4 ZU\J 20
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(a) h(z) =1+ 522(1 — 2)? (b) h(x) =1+ 22(1 —2) (¢) h(z) =142(1—=x)

Fig.3 Numerical simulations of the solution profile of model (1.6), where B(x) = 1+ % sin(2wx), n(x) =

Lyx) = h(x)Bx) — n(x), dg = 1,d; = 1078, A = 10. In (a), h(x) = 1 + 5x2(1 — x)2, in (b),
hix)=1 +x2(1 —x),and in (¢), h(x) =1 4+ x(1 — x)

and condition (2.3) (for instance, 1 < A is a positive constant), the infected population
must occupy the entire habitat, and it also forms the concentration phenomenon at the
boundary point x = 0 (or x = 1) if h,(0) > O (or h,(1) < 0), which is also the
highest-risk location; see Theorem 2.3(i) and the numerical illustrations in Fig. 3a—c.

(i1) For any convex risk function % (i.e., hy, >, 5 0 on [0, L]) fulfilling (2.3), the
infected population usually stays only in part of the habitat. In particular, by Theorem
2.3(ii)(iii), we can observe the following behaviors.

(ii-a) If the highest-risk set ®; contains only one point, denoted by 7o, then the
distribution behavior of the infected population is affected by whether 7 is a boundary
point or an interior point. More precisely, when 7 is an interior point, then the infected
population resides in a certain left neighborhood of 7, staying away from the boundary
points x = 0 and x = 1. In fact, such a neighborhood can be calculated through the
formula (2.15). One may further refer to Fig. 4a.
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However, if 79 is a boundary point, say tp = L, then the infected population stays
in a certain neighborhood of L provided

172

LA 1 dPh(L)
> — .
2Lds ' 1 A —h(L)

while the infected population concentrates only at L provided

A 1 a L)
<

2Lds T CA—R(L)

Since h, (L) < 0 in this situation, the infected population stays in a certain neighbor-
hood of L provided for all dg > 0 if h (L) = 0. If h, (L) < O, it should be noted that
the function

—-1/2

/
At SN 1)
Q(dS)—ds —1/2 A l’l L

2Lds 4 —h(L)

deceases in dg € (0, 00), limyg_.0g(ds) = oo and limyg— 00 g(ds) = % < 0.
As a result, there is a unique d;‘ > 0 such that q(dg‘) = 0, and in turn the infected
population stays in a left neighborhood of L for 0 < ds < d¥, and the infected

population concentrates only at L for all dg > d5.

(ii-b) If the highest-risk set ®, contains only an interval, then the infected population
resides in a certain neighborhood of such an interval. Again, such a neighborhood can
be calculated through the formula (2.15). See the numerical simulation in Fig. 4b.

(ii-c) For a general Holder continuous risk function /, we can conclude that the
disease must exist in all isolated highest-risk point(s) and a neighborhood of each
highest-risk interval if exists; nevertheless, it is challenging to give a precise charac-
terization for the distribution behavior of the susceptible and infected populations, due
to the mathematical difficulties on the analysis of the free boundary problem (2.4).
We have performed the numerical simulations in Fig. 5a, b as an illustration.

In what follows, we would like to make some more discussions on (ii-a) above in
the case that 7¢ is a boundary point. For example, we take 79 = L, and also assume
that 4, (L) < 0. On the one hand, by fixing /&, (L), we have known from (ii-b) that
large diffusion rate dg can result in the disease concentration only at the location L
and small diffusion rate dg will cause the disease to distribute in a left neighborhood
of L. On the other hand, once ds is fixed, the concentration phenomenon happens only
if —h, (L) is properly large. This motivates us to see whether a similar concentration
phenomenon could occur at an interior isolated highest-risk point if the risk function
h is merely Holder continuous. To illustrate this phenomenon, let us consider the
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0.6
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
x X

_J1 _ 11 3

(a) On=1{3} (b) ©n =13, 7]
Fig.4 Numerical simulations of the solution profile of model (1.6), where B(x) = 1+ % sin(2wx), n(x) =
Ly () = h(0)Bx) = n(x).ds = 1,dy = 10710, A = 10, and h(x) = 1 + (x — $)? in (a), while in (b),

) =4 +56-D2 0sx<ih) =4, J<x<3ih)=1+56-372 §<x<1

35 T T T T 50
08 169
30T o7 ®
40
o5l 06 . / -
0.5
20F 0 02 04 06 08 1 % 0
X 25 0 0.2 0.4 0.6 0.8 1
15} 2
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sk
5
% 0.2 0.4 0.6 0.8 1 % 0.2 0.4 0.6 0.8 1
X X
7 1 3 3
(a) On=[1,351U{g} (b) ©r=1[0, 5] U{§IVI[3 1]

Fig. 5 Numerical simulations of the solution profile of model (1.6), where dg = 1,d; = 1073, Bx) =
1+ % sin(2mx), n(x) =1,y (x) = h(x)B(x) —n(x), A = 10. In (a) and (b), 2 (x) is chosen to be the same
as k(x) in Fig.2b, c, respectively

following risk function whose curve is the connection of two segments:

L A L

a(x—3)+%7,x€|0,3],
o [ e ] .

a(x—7)+45 xe(3.L],

with a; < 0,a> > 0. Obviously, % is merely Lipschitz continuous at x = % Our
numerical simulation results demonstrate that if the slopes |a;|, ay are properly large,
then the infected population will concentrate at x = % (Fig.6a); if |a1|, a are small,
then the infected population will aggregate in a neighborhood of x = % (Fig.6b); and
if |a] is small while a» is large, then the infected population will aggregate in a left-
neighborhood of x = % (Fig. 6b). These profiles behave rather differently from that
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(a) ay = —10,&2 =10 (b) ay = —1,(12 =1 (C) a; = —1,(12 =10

Fig.6 Numerical simulations of the solution profile of model (1.6), where 8(x) = 1+ % sin(2wx), n(x) =
Ly =h(x)B(x)—nx),L=1,ds=1,d; = 1075, A = 10 and h(x) is given by (3.1)

in Theorem 2.3(ii) for h € C 2([0, L]), as shown by Fig.4a. Therefore, the numerical
results reveal that the smoothness of # may have a substantial affect on the spatial
distribution of the disease. This observation implies that drastic changes in the spatial
environment, such as the transmission, recovery or death rates, may have substantial
effects on the distribution profiles of the disease in space.

3.3 Conclusion

The discussions in the above two subsections, together with the numerical simula-
tions, show that the spatial profile of the susceptible and infected populations of (1.2)
and (1.6) with respect to small movement rate of the infected individuals are rather
different. This is caused by the presence of the recruitment term for the susceptible
population and the death rate for the infected population. On the other hand, we would
like to mention that the recent works (Cui 2021; Cui et al. 2017, 2021; Cui and Lou
2016; Kuto et al. 2017; Lei and Zhou 2022; Zhang and Cui 2020) studied various
kinds of reaction—diffusion—advection SIS epidemic models, in which the advection
term represents some passive movement in a certain direction, e.g., due to external
environmental forces such as water flow and so on. In particular, if an advection is
present in (1.2) and stands for, for instance, the water flow, it was proved in Cui et al.
(2021, Theorem 1.4) that, as d; — 0, the susceptible population converges to a posi-
tive function while the infected population concentrates only at the downstream of the
water flow; a similar result can be shown to hold for the corresponding system (1.6).
Such a distribution behavior is essentially different from that of (1.2) and (1.6) with
small d;.

In summary, our results here, combined with those of Cui et al. (2021); Kuto
et al. (2017); Li et al. (2018), suggest that the recruitment term for the susceptible
population, the death rate for the infected population (even the smoothness of the
associated risk function) as well as the advection can lead to significant impacts on
the disease transmission and thus decision-makers should attach great importance to
these factors when taking measures such as the lockdown and quarantine to control
the movement or immigration of the infected individuals so as to eliminate the disease
infection.
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4 Proof of main results: Theorems 2.1, 2.2 and 2.3

This section is devoted to the proof of Theorems 2.1, 2.2 and 2.3.

4.1 Proof of Theorem 2.1

In this subsection, we present the proof of Theorem 2.1.

Proof of Theorem 2.1 First of all, we recall that for any EE (S, I) of (1.2), from Wen
et al. (2018) (see (3.3) there), the following holds:

kmin < S(x) < I[‘géﬁk(x), Vx € [0, L]. (4.1)

By the positivity of I and the uniqueness of the principal eigenvalue, it is clear from
the equation of / that

M,y —BS) =0, Vdr >0,

where A (dy, y — BS) is defined as in the appendix. Using Theorem 1.1, as dy — 0
(up to a subsequence), we see that S — S uniformly on [0, L] for some positive
function S. Hence, by Lemma 5.1 in the appendix and the continuous dependence of
the principal eigenvalue on the weight function y — S, we have

0= lim di(d,y = BS) = min [y(x) = B0)SE)]
This obviously implies that
S(x) < k(x), Vx €[0,L] and S(y0) = k(yo0) (4.2)

for some ygy € [0, L].
From Theorem 1.1, we recall that I — pu weakly for some Radon measure u with
w([0, L]) > 0 in the following sense

L L
/ I(x)¢(x)dx — / C(x)u(dx), V¢ € C([0, L], asd; — O. “4.3)
0 0

We now integrate the first equation in (1.2) by parts over [0, L] and use the boundary
conditions to deduce that

L
/ [B(x)S(x) —yx)]I(x)dx =0, Vd; > 0. “4.4)
0
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Letting d; — 0 in (4.4), combined with (4.3) and the fact that § — S uniformly on
[0, L] as di — 0, we infer that

/ [B)S(x) — ¥ (x)]p(dx) =0, 4.5
[0,L]
which, together with (4.2), gives

f A BEOIS () — k(o) (dx) = / BEOLS () — k(o) (dx) = 0.
{x€[0,L]: S(x)<k(x)} [0,L]

As a result, we find that
n(fx € [0,L]: S(x) <k@x)}) =0 (4.6)
and
u({x €0, L]+ 8(x) = k(0)}) = u([0, L]) > 0. (4.7)
In view of (4.4) and fOL(S(x) + I(x))dx = N, for any d; > 0 we have

L 1 L maxpo,r] ¥ (x)
S I(x)dx < — y(x)I(x)dx < —————N, Vd; > 0.
0 mingo, 1 f(x) Jo mingo, zj B(x)

(4.8)

Then, applying the L'-theory for elliptic equation (see Lemma 5.2 in the appendix)
to the S-equation, one sees that for any 1 < r < oo,

||S||Wl,r(0’L) < C, Vd[ > 0. (49)
Hereafter, C or C(¢) is a positive constant independent of d; > 0 but may be different
from place to place. Taking r = 2 in (4.9), we note that w120, L) is a Hilbert
space and w120, L) is compactly embedded to C([0, L]). Thus, we may assume

that S — § weakly in w120, L) and § — S uniformly on [0, L] as d; — 0. Now,
for any ¢ € w120, L) (and so ¢ € C([0, L])), we get from the S-equation that

L L
ds fo S, ()8 (¥)dx = fo [—B()SC) + y O W x)dx, Vdp > 0.
(4.10)

By virtue of (4.3), (4.6) and (4.7), we can send d; — 0 in (4.10) to obtain
L A
dS/ Se () e (x)dx =0, V¢ € WH2(0, L).
0
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This means that $ is a weak (and then a classical) solution of
—uyx(x) =0, x €(0,L); uy(0)=uy(L).

Consequently, S must be a positive constant. It then follows from (4.2) that S = kmin,
and so S(x) — kjip uniformly on [0, L].

In the sequel, we are going to determine the limit of /. We first consider case (i):
Oy = {xo} is a singleton. By what was proved above, it is easily seen that

I(x) - (N — Lkyin)8(xo) weakly in the sense of (1.3),

where §(xg) is the Dirac measure centered at x.

It remains to show 7(x) — 0 locally uniformly in [0, L] \ {xo}. We only consider
the case of xo € (0, L), and the case xo = 0 or L can be handled similarly. Since
S(x) — kpin uniformly on [0, L], by the definition of k,;,, we know from the I-
equation that, given small € > 0, I, > O on [0, xo — €] U [xo + €, L] as long as dj is
small enough. As I, (0) = I, (L) = 0, I is increasing in [0, xo — €] while is decreasing
in [xg + €, L]. Thus, due to the arbitrariness of €, it readily follows from (4.6) that
I(x) — 0locally uniformly in [0, xg) U (xg, L], as claimed.

We next consider case (ii): ®; = [01, 02] C (0, L). First of all, we can assert that
I(x) — 0 locally uniformly in [0, L] \ [01, 02] by a similar argument as in case (i).

In what follows, we will analyze the limiting behavior of [ in the interval [o1, 02]. To
this end, let us introduce the following function

wkx)=—, x€e]0,L].

Due to (4.1), w > 0 on [0, L]. In addition, by our assumption, one notices that w
solves

—dswyx(x) = —=px)w, x € [o1,02], 4.11)
and [ satisfies
— Lix(x) = B)wl, x € o1, 02]. (4.12)

Since fOL I(x)dx < N, for any small ¢ > 0, Lemma 5.3(b) in the appendix can be
applied to (4.11) to assert that

max w(x) < C(e) min w(x). (4.13)
x€lo1+€,00—€] x€lo1+€,02—¢€]

We now claim that w is uniformly bounded on [o] + €, 02 — €] for all small d; > 0.
Otherwise, there is a sequence of dj, labelled by itself for simplicity, such that the
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corresponding solution sequence {(w, I)} satisfies

max w(x) — oo, asd; — 0. (4.14)
x€lo1+€,00—¢€]

By (4.13), w — oo uniformly on [o] + €, 02 — €] as d; — 0. To produce a contra-
diction, let us denote A? to be the principal eigenvalue of the following eigenvalue
problem with Dirichlet boundary conditions:

—gex =Mp, x € (01 +€,0—¢€) (4.15)
901 +€) =g —€) =0.

Apparently, k? > 0. For all small d; > 0, by (4.14) we may assume that

Bx)w(x) > 2)»? on[g] + €, 02 —€].

Thus, it follows from (4.12) that I € C2([0, L]) is a positive and strict supersolution
of the following operator in the sense of Peng and Zhao (2015, Definition 2.1):

Lu = —Uyy — 2)»?14, x € (o1 4¢€ 0 —e€), YueC*0, L),

u(or +¢€) =u(or—¢€)=0.

By means of Peng and Zhao (2015, Proposition 2.1) the principal eigenvalue, denoted
by 1D, of the eigenvalue problem

Lo =rp, x€(o1+€02—¢),
p(o1+¢€) =902 —€) =0
satisfies i? > 0.

On the other hand, the uniqueness of the principal eigenvalue of problem (4.15)
implies 5»? + ZAID = Alp, and so XID = —AID < 0, leading to a contradiction. The
previous claim is thus verified. Due to the arbitrariness of €, we have shown that w is
locally uniformly bounded in (o1, 02) with respect to all small d; > O.

Furthermore, by Lemma 5.2 in the appendix, it is easy to see from (4.12) that I is
locally uniformly bounded in (o1, 02) independent of all small d; > 0. The standard
regularity theory for elliptic equations can be applied to (4.11) and (4.12), respectively
to deduce that w and I are locally bounded (independent of small dj) in (o1, 02) in
the usual C>**-norm for some @ € (0, 1). Then, by a diagonal argument, we may
assume that

(w, ) — (b, I) inC2(01,02), asdj— 0.
Clearly, by (4.12), (1, I) satisfies

— I (x) = BT, x € (01,02). (4.16)
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Furthermore, by adding (4.11) and (4.12), one easily sees that (w, I ) solves
—(ds + Dax =0 in (01, 02).
This indicates that
dsib(x) + I1(x) = a +bx, x € (01,02 4.17)

for some constants a, b.
In what follows, we aim to determine a and b. By a simple observation, (w, I)
satisfies

_(dSw + [)xx = 0’ X € (03 L),
(dsw+ 1)y =0, x=0,L.

Thus, dsw + I = ¢y, is a positive constant on [0, L] for any d; > 0. Recall that w, 1
are locally uniformly bounded in (g1, 02). Hence, as d;j — 0, we may assume that

dsw+1 =cq; — ¢ €[0,00) uniformly on [0, L].

From (4.17) it follows that ¢ = a and b = 0. In addition, our analysis indicates that
w and / are uniformly bounded on [0, L]. Precisely, it holds that

w(x), 1(x)<C, Vxelo,L]. (4.18)

We now use the equation of I, together with the fact of w, / > 0 and the definition
of k, to find that

= BXOIS -kl
XX — d]

— B( )I:S_kmin+kmin_k(x):|1
ke d
= pwl, x €(0,L). (4.19)

Multiplying both sides in (4.19) by I and integrating over (0, L), we obtain

L L
f (I,)*dx 5/ Bwl*dx < C
0 0

due to (4.18). This and (4.18) imply that [[/ly12¢ ) < C. Since W'2(0, L) is

compactly embedded to C ([O: L)), we can assume that /| — i uniformly on [0, L].
By what was proved before, I = 0 on [0, 01] U [02, L], and by (4.16) and (4.17), on
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|

Because of fOL(S(x) + I(x))dx = N and S — k;;i, uniformly on [0, L] as d;j — O,
it is easily seen that

[o1. 021, I solves

ixx:%(&—i)f, 01 < X < 02, 4.20)

~> |

=0, X =901, 02.

0 |
/ Idx =N — Lky,;,, > 0. 4.21)
0

1

Thanks to the Harnack inequality (see Lemma 5.3(b)) and (4.21), we have from (4.20)
that / > 0in (01, 02). By (4.17) and the fact of b =0, clearly a > 0.

It is well known that given a > 0, the positive solution of problem (4.20), if it
exists, must be unique, denoted by I}l; moreover, if 0 < a; < a, then IA&I (x) < 1},2 (x)
for all x € (01, 02). With these facts, one can check that the positive constant a is
uniquely determined by (4.21) in an implicit manner. Therefore, all the assertions in
case (ii) have been verified. The proof is thus complete. O

4.2 Proof of Theorem 2.2

We are now in a position to give the proof of Theorem 2.2.

Proof of Theorem 2.2 First of all, one can follow the analysis of Theorem 2.1, combined
with the result of Theorem 1.2 and its proof (see Li et al. 2018, Theorem 3.2), to show
thatas d; — 0, any EE (S, 1) of (1.6) satisfies (up to a subsequence of dj) that § — S
weakly in W12(0, L) and uniformly on [0, L], and / — 1 weakly in the sense of
(1.3) for some Radon measure & and positive function Se wh2(0, L), and

0< S‘(x) < h(x), Vx €0, L], (4.22)

and (2.5) hold.
Forany ¢ € w120, L) (and so ¢ € C([0, L])), we use the S-equation to obtain

L L
dS/ Selpdx = / [A— S —BG)SI +y(x)I1cdx
0 0

L L
= /0 [A =S —nx)]¢dx — /(; [Bx)S — (y(x) +n(x)]I¢dx
(4.23)

for all d; > 0. In view of (4.22) and (2.5), we send d; — 0 to infer that

L
fo [B(x)S = (¥ (x) +n(x)¢dx — /[0 . BE)IS — h(x)1¢ ju(dx) = 0.
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Thus, by letting d; — 0, it follows from (4.23) that

L L L
ds/ §igudx =/ (A — §)cdx —f n(OCu(dn), Ve e W20, L).
0 0 0
(4.24)

Together with (2.5), this means that § € W1-2(0, L) is a weak solution of (2.4).
In what follows, for a general positive Holder continuous function %, we will prove
three claims:

Claim 1. If the minimum of h is attained at x = 0 (resp at x = L), then S must
touch £ at this point; that is, S(O) = h(0) = hpyip (resp. S(L) = h(L) = hyin).

We only handle the case_ that h,,;, is attained at x = 0, and the other case can
be treated similarly. Since S < h on [0, L], we suppose that S 0) < h(0) and SO
S(x) < h(x) on [0, €g] for some small €y > 0. Thus, from (2.4), we have —dSSxx =
A — S Vx € (0, €g]. A simple analysis shows that

o dg'x —d;"%x
S(x) =cres + cpe s + A, x € (0, €] 4.25)

for some constants ¢, c3. On the other hand, using the S-equation, we integrate on
[0, x] to deduce

1 X
—Sx(x) = %/0 [A =8O =BOMSOIG) +yMI(]dy, x € [0, €l
(4.26)

From the proof of Li et al. (2018, Theorem 3.2) we know that

L L
/ S(x)I(x)dx < C, / I(x)dx < C, and S(x) < C, Vx €0, L],
0 0
4.27)

for some positive constant C, independent of d; > 0.

In the sequel, the constant C allows to vary from line to line but does not depend on
d; > 0. It immediately follows from (4.26) that S, is uniformly bounded on [0, €p],
independent of d; > 0. Note that u ([0, €9]) = 0 due to (2.5), and I — w weakly in
the sense of (1.3). Given any small € > 0, we can find a small p > 0 so that for all
0<d; <p,

€
/ I(x)dx <€ +/ n(dx) = €.
0 [0,€0]
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Now, for any x1, x3 € [0, €o] satisfying |x; — x2| < €, we have

1
|Sx(x1) = Sx(x2)| = s

X2
/ [A=S»)=BOWMSWI(y)+y(I(y)ldy

1
X2

< Clxi —xal + c/ 1()dy

X1

€0
< Clxi —xal + c/ 1(y)dy < Ce
0

provided that 0 < d; < p. This shows that S, is equi-continuous on [0, €g] once
0<d; <p.

Hence, we can apply the well-known Ascoli-Arzela theorem, up to a further sub-
sequence of dj, to conclude that Sy is uniformly convergent on [0, €g] as df — 0.
As

X
Sx) —S00) = / Sy(y)dy, S — S uniformly on [0, €],
0

it is easily seen that § — Sin CI(A[O, €o]). Thus, S’x (0) = 0, and in turn we get from
(4.25) that ¢y = c¢». Because of S < h on [0, L] and the condition (2.3), we have
c1 =cp < 0,and so

~ —-1/2 —1/2
S;(x) =cilefs F—e % X1 <0, Vx e (0, e].

This means that $ is decreasing on [0, €g].

By virtue of 4(0) < h(x) for all x € [0, L] and (2.5), one can extend the above
analysis to assert that Sis decreasing on [0, L] and so S <hon [0, L]. This clearly
gives ([0, L]) = 0, a contradiction with @ ([0, L]) > 0 due to (2.5) again. Hence,
we must have $(0) = h(0) = hpin.

Claim 2. If § attalns its local minimum at some xg € (0, L), then S must touch &
at this point; that i is, S(xo) = h(xgp).

Suppose that S(xo) < h(xq) due to S < h. Thus, there is a small ¢y > 0 such that
S(x) < h(x)forallx € [xp—e€g, xo+€0] C (0, L). By (2.5), u([xo—e€0, xo+€0]) =0
and so

—dsSyx = A —§ on [xo — €, X0 + €ol.

As before, S takes the form of (4.25) on [x¢ — €g, xg + €o] for some constants ¢y, cp.
~ -1/2
Obviously, S, (xg) = 0, which leads to ¢; = c1e?%s %0, and so ¢; < 0. Thus, it holds

that

A~ —-1/2
S@) = cifeds ¥ + ¢4 <2X0—X>] + A, x€[xo—e€0, x0+e]  (4.28)

for some constant ¢; < 0. In view of (4.28), basic computation gives that S is increas-
ing on [xo — €0, xo] while is decreasing on [xq, xo + €g]. This implies that x is a local
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maximum of S’, a contradiction with our assumption. As a result, S must touch 4 at
X = Xp.

Claim 3. If the minimum of 4 is attained at some point yg € (0, L), then S must
touch £ at this point' that is, S'(yo) = h(yo) = hmin-

Suppose that S (»0) < h(y0) = hmin. There are two possible cases to happen in the
1nterva1 [0, yo): Case 1. S never touches % in [0, yo), that is, S <hin [0, yo); Case 2.
S touches h somewhere in [0, yo).

When Case 1 occurs, by (2.5), we know that S must touch # in (yo, L]. Let y; be
the first point (from the left side) at which S touches /. That is, y1 € (yo, L], and

S(x) < h(x), Yx € (o, 1), SO1) =h(1) = hmin.

On the other hand, since S <hin [0, ¥9), we can follow the analysis used in Claim 1
to show tAhat Sis decreasing on [0, y1]. This is an obvious contradiction with S (yo) <
Rmin < S).

When Case 2 occurs, we denote by y, € [0, yg) the first point from the right side
such that S touches /4 in [0, yo). That is,

S(x) < h(x), Vx € (2, y0), SO2) =h(y2) = hmin.

If § does not touch & in (yo, L]. By a similar argument to the proof of Claim 1 and
appealing to the fact of Sy (L) = 0, one sees that Sis increasing in (y2, L], leading to
S‘(yz) < S‘(yo), which contradicts with S’(yz) > Npin > S’(yo). Hence, it is necessary
that S touches % in (yo, L]. Let y3 be the first point where S touches & in (vo, L]. Thus,
S(x) < h(x) forall x € (yo, y3) and S(y3) = h(y3) > hpin. Therefore, S(x) < h(x)
in the interval (y3, y3), S(v0) < h(30) = hmin and S(32), $(3) = hin. This implies
that on [y, y3] S must attain its minimum at some va4 € (y2, y3). By Claim 2, we can
conclude that § (y4) = h(y4), a contradiction again. So far, we have verified Claim 3.

A similar reasoning as that of proving Claim 3 yields S > hyin on [0, L]. Thus
(2.6) holds. Thanks to Claim 1 and Claim 3, (2.7) is true. It is also apparent that Claim
2 implies (2.8). The proof is now complete. O

4.3 Proof of Theorem 2.3

This subsection is devoted to the proof of Theorem 2.3. We begin with some lemmas
as follows.

Lemma4.1 Assume thqt heC 2([0, L)) and h, is non-decreasing in some neighbor-
hood of o9 € ®Op. Let S and 1 be given as in Theorem 2.2. Then there exists a small
€o > 0 such that

S(x) = h(x), Vx € (00 — €0, 00 + €0) N (0, L)
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and

A —h+dshy,
w({x}h) = T)S, a.e. for x € (09 — €9, 00 + €0) N (0, L).

Proof By Theorem 2.2, we know that g9 € {x € [0, L] : S’(x) = h(x)}. In the sequel,
we only consider the case of o9 € (0, L), and the case of o9 = 0 or L can be treated
similarly. There are three possibilities we have to distinguish:

(1) oo is an isolated point in the set {x € [0, L] : S‘(x) =hx)};

(2) ¢ is an accumulation pointin {x € [0, L] : 3‘(x) =hx)};

(3) thereisasmall g > O suchthat (op—eo, 0o+€0) C {x € [0, L] : .§'(x) =hx)}.

In what follows, we will exclude (1) and (2). If (1) happens, then

$(00) = h(00) = hmin and S < h in(0o — €1, 00 + €1) \ {00}

for some small €; > 0.

Note that 14([0, L]) < oc. In view of this fact, one can apply the interior regularity
theory for elliptic equations to (2. 4) and assert that § € C! 0, L). Clearly, hy(00) = 0.
Since S(Qo) = h(00) = hmin and S > hpin due to (2.6), we infer that Sx (00) = 0.

On the other hand, by (2.4), S satisfies

—dsSey = A =8 in (00— €1, 00+ €1) \ {00}- (4.29)

By usmg S (00) = 0and (4.29), one can easily see that Si is increasing in (0o — €1, 00)
while $ is decreasing in (g, 0o + €1). This implies that S < hpin in (00 — €1, 00 +
€1) \ {00}, contradicting against (2.6). Thus, (1) is impossible.

If (2) happens, without loss of generality, we can find two points, say z|, z2 with
00 < 21 < 22 < 00 + € for some small €5 > 0 such that

S(z1) = h(z1), S(z2) =h(zz) and § < h in (21, 22). (4.30)

By taking €, to be smaller if necessary, we may assume that s, (z1) < hy(z2) due
to the monotonicity of 4,. Then, S solves (4.29) in (z1, z2). By means of (4.30), we
have

Se(z1) < hez1),  Si(z2) = hi(z2),

leading to S.(z1) < S, (z2). However, it follows from (4.29) that S,, < 0in (21, 22),
which gives §x (z1) > S'X (z2), a contradiction. Hence, the possibility (2) has been
ruled out.

The above argument shows that (3) must hold. Now, since S=hon [oo — €0, 00 +
€o], we can multiply both sides of (2.5) by any function ¢ € C2([0, L]) with compact
support on [gg — €0, 00 + €p] and integrate to conclude that

dshyy + A —h —n)u({x}) =0, ae. for x € (0o — €0, 00 + €0),
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which yields the expression of £ ({x}). m]

Lemma 4.2 Assume that h € C2([0, L)), hy is non-decreasing on [0, L], and ®), =
{ro} for some 19 € (0, L). Then there exist two numbers 11, 1o with0 < 11 < 79 <
17y < L such that

S(x) = h(x), Vx e[, nl 4.31)
and on [0, 1) U (12, L], S satisfies
—dsSe(x) =A— S8, x€(0,1)U(n, L),
§,:(0) = 8,(L) =0, (4.32)

S(r1) = h(n), S$(2) = h(n2),

and | satisfies

u{x}) = M, a.e. for x € (11, 12), (4.33)
1(x)
u{xh) =0, Vxel0, 1)U (r, L]. (4.34)

Proof Let us denote

71 = inf{t € [0,79) : S(x) = h(x), Vx € [, 1]},
7, = sup{t € (19, L] : S'(x) = h(x), Vx € [19, T1}.

Lemma 4.1 implies that 71 and 7, are well defined, and 0 < 71 < tpand g < 70 < L.
In addition, (4.31) and (4.33) hold.

In light of the monotonicity of A, on [0, L], it is easily seen from the proof of
Lemma 4.1 thatif r; > 0, then S can not touch % in (0, 71) and in turn ([0, 71)) = O;
similarly, if 1o < L, S can not touch & in (12, L) and so u((tp, L]) = 0.

If 11 > Oand 7p < L, we can use the analysis as in the proof of Claim 1 of Theorem
2.2 to conclude that 8, (0) = S, (L) = 0. As ([0, 71) U (72, L]) = 0, by (2.4) and
the continuity of S, a standard compactness argument of elliptic equations yields that
S solves (4.32) in the classical sense. Clearly, the solution of (4.32) is unique.

It remains to prove 71 > O and 7, < L. Note that the monotonicity of i, ®;, = {79}
and hy (t9) = 0 ensure s, (0) < 0 and &, (L) > 0. Suppose that 71 = 0, and so (4.31)
holds on [0, 72]. Now, given T € (0, 79], integrating the S-equation over [0, t] and
using (4.31), we infer that
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—dsSi(rT) = /0 [A — SO — BOISOHIG) + 7 ()1 ()1dy
- /0 [A — SO — n(MI(Idy
+ /O [y () + 1) — BOSI()dy

— o ][A—h(y)—n(y)u](dy)=/o [—dshyx(y)]dy

= —dgh,(t) +dsh,(0), as d; — O.
That is, for any 7 € (0, to], it holds that
Sc(t7) = hy(r) — hy(0), as d; — 0.

Since A, is non-decreasing on [0, o] and 4, (0) < O, there exists a small €y > 0 such
that for all x € [tg — €9, 0],

Se(x7) = %[hx(TO) —he(0)] = —%hx(O) >0

for all small d; > 0. This implies that S is increasing on [79 — €g, o] for all such
small d;y > 0. In view of S — & uniformly on [tg — €, T0] as df — 0, h must
be non-decreasing on [tg — €¢, To], which is a contradiction against our assumption.
Hence, 71 > 0. Similarly, we have 7o < L by using i, (L) > 0. As a consequence,
we deduce (4.34). The proof is complete. O

Similar to the argument of Lemma 4.1, we can conclude the following result.

Lemma 4.3 Assume that h € Cz([O,AL]), [o1, 02] C ®y, and hy is non-decreasing in
some neighborhood of 01, 02. Let S and v be given as in Theorem 2.2. Then there
exists a small €y > 0 such that

S(x) = h(x), Vx € (01 — €0, 02 + €0) N (0, L)

and

A —h+dshyy
pn({x}) = RO a.e. for x € (01 — €0, 02 +€0) N (0, L).

Based upon Lemma 4.3, we can deduce the following result.

Lemma 4.4 Assume tAhat h e CZ([O, L)), ®y = [o1, 02] and h, is non-decreasing on
[0, 011Ulo02, L]. Let S and  be given as in Theorem 2.2. Then there exist two numbers
71, o with 0 < 11 < 91 < 02 < T2 < L such that all the assertions in Lemma 4.2
hold.

With the aid of Lemmas 4.1-4.4, we are now in a position to prove Theorem 2.3.
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Proof of Theorem 2.3 We first prove (i). We proceed indirectly and suppose that S#£h
on [0, L]. Since S touches h at least at the highest-risk point due to Theorem 2.2, we
can find an interval, denoted by [£1, £>] C [0, L], such that S <hin (41, £>) and at
the boundary point x = ¢; fori = 1, 2, either S touches h (and so 3’(&-) = h(¢;))
or S‘(Ei) < h(¥;). In the latter case, it is necessary that £; = 0 or L, and the analysis
to deduce Claim 1 in the proof of Theorem 2.2 shows that Se(€j) = 0.In any case,
clearly S satisfies

TdsSXXZA—S,A xE(ﬂl,Ez.), (4.35)
SWi)=h;) or S;(¢;)=0, i=1,2.
Thus, by our assumption, 2 is a sub-solution to problem (4.35), and
max{A, max,ejo,z] 2(x)} is a super-solution to (4.35). The well-known technique
of sub-supersolution iteration, combined with the uniqueness of solutions to problem
(4.35), allows us to conclude that S > h on [{1, £2], which leads to a contradiction.
Hence, (2.9) holds, and (2.10) follows from (2.4) by using a test-function argument
similarly as before. Therefore, (i) is proved.

We next prove (ii). First of all, let us consider the case of 7y € (0, L). In this case,
the assertions (2.11)-(2.14) follow from Lemma 4.2, and it remains to show that 1, 7
are uniquely determined by (2.15). As S < hin [0, 71), we have

~ —1/2 —-1/2
S(x) =cileds T 4e% T4 A, Vx €0, 7]
for some ¢y < 0. It then follows from S‘(n) = h(tp) that

A — h(ty) eds—l/z

—1/2 —1/2
eds r1+e—ds T

< _ x —d %
Sx) = +e % Y4+ A, Vxel0,r1].

Note that S is convex while /4 is concave in the interval [0, 71), and moreover, S e
CL([0, L]) as shown before. Hence, S must be tangent to & at x = 71, which in
turn implies that 77 is the unique solution to S’x(rl) = hy(t1). Thus, 71 is uniquely
determined by the following equation:

—-1/2 12 172
gds T, dg Ty dS/ hx(fl)

~1/2 2. T :
eds /11 +e_ds / 71 A — h(ty)

Similarly, 7> is uniquely determined by the second equation of (2.15). The assertions
in (ii)-(a) have been verified.
We now consider the case of g = L. In view of our assumption, clearly 4, (0) < 0,
hy(L) <0,and S(L) = h(L).
Assume that
2L 1 alPh

2d? L A—h(L)
e“™%s 41
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In order to deduce the desired conclusion in (ii)-(bl), one can follow the analysis of
Lemmas 4.1 and 4.2. By checking the analysis there, one just needs to show that 7]
defined in the assertlon (i1)-(a) satisfies 71 > 0. It turns out that this amounts to rule
out the situation that S < hin0, L). Suppose that S <hin [0, L). Then, arguing as
before, we see that S satisfies —dSSxx =A-Sin (0, L) and SX (0) = 0. Solving this
problem, we get

—1/2

~ —1/2
Sx)=cile®s F4e9 T+ A

for some ¢y < 0. It then follows from S‘(L) = h(L) that

A —h(L)
Cl = ———2 -
edsl/ZL +e_dsl/2L
Thus, we get
2Ldg ' _
3 1/2
SX(L) = (A h(L)) —1/2
e2Lds T 4

By means of S <hin [0, L) and 3’(L) = h(L), it is necessary that S’X(L) > hy(L),
which leads to

Q2Lds”t _ 4w
2Ly 11 A-hD) ’

contradicting with our assumption. Therefore, ;1 > 0 must hold, and (ii)-(bl) is
proved.
Assume from now on that

—12

e2LdS -1 __ 1/2h (L)
ezLd;‘/z_l_l -~ A—h()’

We first show that t; > 0 is impossible. On the contrary, we suppose that r; > 0, and
by the above analysis, 71 must solve the first equation of (2.15). Let us consider the
following auxiliary problem:

2ed;'? 1/2
e —1  dy"hy(7)
, 0, L].
f@) = 2rdl/2+l+A—h(‘L’) T e[0,L]

Since h,(t) is non-decreasing, hy(t) < 0 on [O L], h(t) is non-increasing and

h(tr) > A on [0, L], it is easy to check that h"(()) is non-decreasing on [0, L].

ZId -2
Clearly, ,—2_1 is increasing on [0, L]. Therefore, f(t) is increasing on [0, L].
g T4
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Observe that

2Ld; ' ? 1/2
ALds 1 ddPh(L)
f(L) = 1/2 =<

- + =
2Lds T 4 A —h(L)

due to our assumption. This implies that the first equation of (2.15) has no solution
with respect to 71 in [0, L), arriving at a contradiction. Hence, S < hin [0, L) and
w([0, L)) = 0,and so S solves (2.17). Itremains to prove (2.18). Indeed, by integrating
the sum of (1.6), we obtain

L L
AL —/ S(x)dx :/ nx)I(x)dx, Vd; > 0.
0 0

Letting d; — 0 yields

L
AL—/ S(x)dx =/
0 [0,L

n(x)p(dx) =n(L)w({L}).
,L]
Here we used the fact of ([0, L)) = 0. This gives (2.18), and thus the assertions in
(i1)-(b2) hold true.
The case of 79 = 0 can be treated similarly as above. In view of Lemma 4.4 and
the analysis above, the assertions in (iii) follow immediately. The proof is completed.
]
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Appendix

In this appendix, we always let €2 be a smooth and bounded domain in R" (n > 1).
Given f € C(f2), consider the following eigenvalue problem with Neumann boundary
condition:

—DA$+ f(x)p =rp inQ,

g—f:O on 0€2,

(A1)
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where v(x) is the unit exterior normal vector of 92 at x, and the coefficient D is a
positive constant.

We start with a well-known fact concerning the asymptotic behavior of the principal
eigenvalue of (A.1) with respect to small diffusion; one may refer to, for example,
Lou and Nagylaki (2006, Lemma 3.1).

Lemma 5.1 Let A (D, f) be the principal eigenvalue of (A.1). Then it holds that

lim A1(D, f) = min f(x).
D—0 xeQ
We next recall the L!-estimate for the weak solution [due to Brezis and Strauss
(1973)] of the following linear elliptic problem:

9
“Awtecw=g inQ, a—w=o on 99. (A2)
V

Lemma 5.2 (a) (Global estimates) Assume that ¢ € L®°(2) and g € LY (), and let
w € WH(Q) be a weak solution of (A.2). Then, for any r € [1,n/(n — 1)), we have
w € W (Q) and the following estimate

lwllwir @) = CUIglLI @) + lwliLig)s

where the positive constant C is independent of w.

(b) (Interior estimates) Assume that Q' CC Q is asmoothdomain, c € L (), g €
LY(Q), and let w € WYL(Q) be a weak solution to the equation —Aw +c(x)w = g.
Then, foranyr € [1,n/(n — 1)), we have w € Wb (') and the following estimate

lwlwir oy = CUgIL @) + lwll i),
where the positive constant C is independent of w.

At last, we state a Harnack-type inequality for weak solutions [see, e.g., Lieberman
(2005) or Peng et al. (2008)], whose strong form was obtained in Lin et al. (1988).

Lemma 5.3 (a) (Global Harnack inequality) Let ¢ € L"(S2) for some r > n/2. If
w € WH2(Q) is a non-negative weak solution of the boundary value problem

. ow
—Aw+c(x)w =0 inQ, 8—:0 on 082,
v

then there is a constant C, determined only by |c|,, r and Q such that

sup w < Cinf w.
Q Q

(b) (Local Harnack inequality) Let Q' CC 2 be a smooth domain and ¢ € L" (2)
for some r > n/2. If w € WH2(Q) is a non-negative weak solution of the equation
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—Aw + c(x)w = 0, then there is a constant C, determined only by ||c||,, r, 2 and
Q' such that

sup w < Cinf w.
94 Q/
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