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#### Abstract

In this paper, we derive the conditions for the existence of stationary solutions (i.e., nonconstant steady states) of a volume-filling chemotaxis model with logistic growth over a bounded domain subject to homogeneous Neumann boundary conditions. At the same time, we show that the same system without the chemotaxis term does not admit pattern formations. Moreover, based on an explicit formula for the stationary solutions, which is derived by asymptotic bifurcation analysis, we establish the stability criteria and find a selection mechanism of the principal wave modes for the stable stationary solution by estimating the leading term of the principal eigenvalue. We show that all bifurcations except the one at the first location of the bifurcation parameter are unstable, and if the pattern is stable, then its principal wave mode must be a positive integer which minimizes the bifurcation parameter. For a special case where the carrying capacity is one half, we find a necessary and sufficient condition for the stability of pattern solutions. Numerical simulations are presented, on the one hand, to illustrate and fit our analytical results and, on the other hand, to demonstrate a variety of interesting spatio-temporal patterns, such as chaotic dynamics and the merging process, which motivate an interesting direction to pursue in the future.
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1. Introduction. The process of generation of spontaneous patterns (i.e., selforganization) involves many instances where symmetry is broken or a more symmetric state develops into a less symmetric one. It is striking that many of these breaks in symmetry have no external trigger, but are instigated internally. Hence a natural question arises: how can this process be done? The significant progress toward this question was made in 1952 by Alan Turing, whose paper [29] was considered one of the most influential works in theoretical biology. Turing thought about a simple model with two morphogens (chemical species): a short-range activator and a long-range inhibitor. Both morphogens diffuse in space, but at different rates, and the inhibitor diffuses faster than the activator. The combination of local strong activation and longrange inhibition is able to instigate a spatial patterning process. Turing proposed a mathematical model based on a couple of partial differential equations encapsulating these elements, known as a reaction-diffusion model (see, e.g., [18]). Turing's revolutionary contribution was that passive diffusion could interact with chemical reaction

[^0]and destabilize the homogeneity. This result comes counterintuitively because passive diffusion is a stabilizing force that increases homogeneity in a single equation.

While the Turing pattern is formed passively by diffusion, most biological pattern onset involves an active response to the pattern which contributes to subsequent morphogenesis, where cell movement plays a crucial role, such as slime mold formation by Dictyostelium discoideum [11], fish pigmentation [24], gastrulation and limb development in the chick embryo [17, 34], various aggregation of bacteria [3, 4], primitive streak formation [25], and so on. The trigger for such movement is chemotaxis, a process by which cells change their state of movement in response to the presence of a chemical concentration gradient, approaching chemically favorable environments and avoiding unfavorable ones. Chemotaxis is a leading mechanism accounting for morphogenesis and self-organization of various biological coherent and enthralled structures, such as aggregates, fruiting bodies, clusters, spirals, spots, rings, labyrinthine patterns, and stripes, which have been observed in experiments [3, 4, 8, 7, 18]. Keller and Segel $[14,15]$ proposed the first mathematical model for describing the aggregation phase of Dictyostelium discoideum, and since then a vast number of results $[12,10]$ have been developed for the Keller-Segel-type model.

The purpose of this paper is to study the existence and stability of stationary solutions (i.e., nonconstant steady states) of a volume-filling chemotaxis model with logistic cell growth proposed by Painter and Hillen [22]:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\nabla \cdot\left(d_{1} \nabla u-\chi u(1-u) \nabla v\right)+\mu u\left(1-u / u_{c}\right)  \tag{1.1}\\
\frac{\partial v}{\partial t}=d_{2} \Delta v+\alpha u-\beta v
\end{array}\right.
$$

where $(x, t) \in \Omega \times[0,+\infty)$ and $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ with smooth boundary $\partial \Omega . u(x, t)$ is the cell density and $v(x, t)$ denotes the chemical concentration, and $d_{1}>$ 0 and $d_{2}>0$ denote the cell and chemical diffusion coefficients, respectively. $\chi>0$ is referred to as the chemosensitivity (or chemotactic coefficient) measuring the strength of the chemotactic response. The term $u(1-u) \nabla v$ represents the chemotactic flux under a volume constraint 1 (called crowding capacity), meaning that the chemotactic movement will be suppressed at the aggregation location where the cell density reaches the crowding capacity 1 . The term $\mu u\left(1-u / u_{c}\right)$ describes the logistic growth of cells with growth rate $\mu>0$ and carrying capacity $u_{c}$ fulfilling $0<u_{c} \leq 1$. The term $\alpha u-\beta v$ asserts that the chemical has a linear production and degradation, where $\alpha, \beta>0$, and the term $\alpha u$ essentially implies that the chemical is secreted by cells themselves and the resulting pattern formation will be a process of self-organization.

We shall consider the system (1.1) subject to initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \geq 0, \quad v(x, 0)=v_{0}(x) \geq 0, \quad x \in \Omega \tag{1.2}
\end{equation*}
$$

and Neumann boundary conditions

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \quad \text { for } \quad t>0 \tag{1.3}
\end{equation*}
$$

with $\nu$ denoting the outward unit normal vector on $\partial \Omega$.
The chemotaxis models with logistic growth but without a volume-filling effect have been studied in $[20,28,31]$. The stationary solutions of the volume-filling chemotaxis model without a growth term (i.e., $\mu=0$ ) have been obtained in $[16,33,13,26]$.

Although the global attractor and traveling wave solutions of (1.1) with $\mu>0$ have been obtained in $[32,21]$, respectively, the stationary solutions have not been studied as far as we know. The present paper will be focused on the study of the stationary solutions of the volume-filling chemotaxis model (1.1) with $\mu>0$. The main results are threefold: (i) Applying the index theory $[1,5]$, we derive the sufficient conditions for the existence of stationary solutions of (1.1) with homogeneous Neumann boundary conditions. It turns out that these conditions are closely related to the linear stability conditions for pattern formations. In the derivation, we also show that the positive constant steady state of the system without the chemotaxis term is globally asymptotically stable. The nonconstant steady states arise only when chemotaxis sets in. All results in this part are proved rigorously. (ii) By deriving an explicit formula for the stationary solutions from the asymptotic bifurcation analysis and performing the stability analysis in estimating the leading terms of principal eigenvalues, we find a stability criterion which also provides a selection mechanism for the principal wave modes of the stable stationary pattern solutions of system (1.1)-(1.3). All results in this part are derived by formal asymptotic analysis. (iii) By showing numerical simulations, we employ our theoretical results to interpret the underlying mechanism of various patterns and raise numerous interesting questions for future study.

The rest of this paper is arranged as follows. In section 2, we present some preliminary results for the model. The existence of stationary solutions via the degree index method is established in section 3. A comparative study of linear stability analysis for pattern formations is implemented in section 4. In section 5, we first derive a formula for the pattern solutions via asymptotic bifurcation analysis and then find the stability/instability conditions for the stationary solutions by estimating the principal eigenvalues explicitly. In a special case when $u_{c}=\frac{1}{2}$, a necessary and sufficient stability condition is given. In section 6, numerical simulations are performed to interpret the pattern formations in terms of our analytical results. The significance of current studies is outlined and some further works are presented in section 7 .

## 2. Preliminary results.

Notation. Throughout this paper, let $W^{m, p}\left(\Omega, \mathbb{R}^{N}\right)(m \geq 1,1<p<+\infty)$ be the Sobolev space of $\mathbb{R}^{N}$-valued functions with norm $\|\cdot\|_{m, p}$. When $p=2$, $W^{m, 2}\left(\Omega, \mathbb{R}^{N}\right)$ is written as $H^{m}(\Omega)$. Let $L^{p}(\Omega)(1 \leq p \leq \infty)$ denote the usual Lebesgue space in a bounded domain $\Omega \subset \mathbb{R}^{N}$ with norm $\|f\|_{L^{p}}=\left(\int_{\Omega}|f(x)|^{p} d x\right)^{1 / p}$ for $1 \leq p<$ $\infty$ and $\|f\|_{L^{\infty}}=\operatorname{ess} \sup _{x \in \Omega}|f(x)|$. When $p \in(N,+\infty), W^{1, p}\left(\Omega, \mathbb{R}^{2}\right) \hookrightarrow C\left(\Omega, \mathbb{R}^{2}\right)$, whose norm is denoted by $\|\cdot\|$.

From now on we fix $p>N$ and define

$$
W=\left\{\omega=(u, v) \in W^{1, p}\left(\Omega, \mathbb{R}^{2}\right)\left|\frac{\partial \omega}{\partial \nu}\right|_{\partial \Omega}=0\right\}
$$

The existence of global bounded classical solutions of (1.1)-(1.3) has been established in [30] by the maximum principle and Amann's theory [2]. For convenience, we cite the results in the following lemma.

LEMMA 2.1. Let $\omega_{0}=\left(u_{0}, v_{0}\right) \in W$ with $0 \leq u_{0} \leq 1,0 \leq v_{0} \leq \frac{\alpha}{\beta}$ on $\bar{\Omega}$. Then the initial-boundary value problem (1.1)-(1.3) possesses a unique classical solution ( $u, v$ ) satisfying the following:
(i) $(u, v) \in C([0,+\infty) ; W) \cap C^{2,1}\left(\bar{\Omega} \times(0,+\infty) ; \mathbb{R}^{2}\right)$;
(ii) $0 \leq u \leq 1,0 \leq v \leq \frac{\alpha}{\beta}$ for any $(x, t) \in \bar{\Omega} \times[0,+\infty)$;
(iii) the solution semigroup $\Pi\left(t ; \omega_{0}\right)$ generates a semidynamical system on $W$.

To show that the pattern formation of system (1.1)-(1.3) is driven by the chemotaxis, we first discuss the dynamics of the corresponding system of ordinary differential equations

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=\mu u\left(1-\frac{u}{u_{c}}\right)  \tag{2.1}\\
\frac{d v}{d t}=\alpha u-\beta v \\
u(0)=u^{0}, \quad v(0)=v^{0}
\end{array}\right.
$$

and the corresponding reaction-diffusion equations in the absence of the chemotaxis term

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=d_{1} \Delta u+\mu u\left(1-\frac{u}{u_{c}}\right), x \in \Omega, t>0  \tag{2.2}\\
\frac{\partial v}{\partial t}=d_{2} \Delta v+\alpha u-\beta v, x \in \Omega, t>0 \\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, x \in \partial \Omega, t>0 \\
u(x, 0)=u_{0}(x) \geq 0, v(x, 0)=v_{0}(x) \geq 0, x \in \Omega
\end{array}\right.
$$

Evidently, (2.1) has two equilibria: the zero equilibrium $\mathbf{0}=(0,0)$ and the positive equilibrium $\widetilde{\omega}=(\widetilde{u}, \widetilde{v})=\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$. The following two propositions will show that Turing patterns cannot emerge from the system (2.2).

Proposition 2.2. The positive equilibrium $(\widetilde{u}, \widetilde{v})=\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ of $(2.1)$ is globally asymptotically stable.

This result is trivial. So we omit its proof.
Let $0=\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots$ be the eigenvalues of the operator $-\Delta$ on $\Omega$ with the homogeneous Neumann boundary condition, let $E\left(\lambda_{i}\right)$ be the eigenspace corresponding to $\lambda_{i}$ in $H^{1}\left(\Omega, \mathbb{R}^{2}\right)$, let $\left\{\varphi_{i j}: j=1, \ldots, \operatorname{dim} E\left(\lambda_{i}\right)\right\}$ be an orthonormal basis of $E\left(\lambda_{i}\right)$, and let $X_{i j}=\left\{\mathbf{c} \varphi_{i j}: \mathbf{c} \in \mathbb{R}^{2}\right\}$. Let $X=H^{1}\left(\Omega, \mathbb{R}^{2}\right)$. Then we have

$$
\begin{equation*}
X_{i}=\bigoplus_{j=1}^{\operatorname{dim} E\left(\lambda_{i}\right)} X_{i j}, \quad X=\bigoplus_{i=1}^{\infty} X_{i} \tag{2.3}
\end{equation*}
$$

Proposition 2.3. The positive constant steady state ( $u_{c}, \frac{\alpha}{\beta} u_{c}$ ) of system (2.2) is globally asymptotically stable. Consequently, system (2.2) does not have nonconstant steady states.

Proof. System (2.2) can be rewritten as

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}=\mathcal{D} \Delta \omega+\mathbb{F}(\omega) \tag{2.4}
\end{equation*}
$$

where $\mathcal{D}$ and $\mathbb{F}(\omega)$ are defined as

$$
\mathcal{D}=\left(\begin{array}{cc}
d_{1} & 0  \tag{2.5}\\
0 & d_{2}
\end{array}\right), \quad \mathbb{F}(\omega)=\binom{\mu u\left(1-u / u_{c}\right)}{\alpha u-\beta v}
$$

The linearized system of (2.4) at $\widetilde{\omega}$ is

$$
\frac{\partial \omega}{\partial t}=\mathcal{L} \omega
$$

with $\mathcal{L}=\mathcal{D} \Delta+\mathbb{F}_{\omega}(\widetilde{\omega})$. Under the operator $\mathcal{L}$, the subspace $X_{i}$ is invariant for each $i \geq 1$, and $\eta$ is an eigenvalue of $\mathcal{L}$ if and only if it is an eigenvalue of the matrix
$-\lambda_{i} \mathcal{D}+\mathbb{F}_{\omega}(\widetilde{\omega})$ for some $i \geq 1$, and its corresponding eigenvector is in $X_{i}$. By a simple computation, the characteristic polynomial of the matrix $-\lambda_{i} \mathcal{D}+\mathbb{F}_{\omega}(\widetilde{\omega})$ is

$$
\mathcal{P}_{i}(\eta)=\left(\eta+\mu+\lambda_{i} d_{1}\right)\left(\eta+\beta+\lambda_{i} d_{2}\right), \quad i \geq 1,
$$

and the two roots $\eta_{i, 1}, \eta_{i, 2}$ of $\mathcal{P}_{i}(\eta)=0$ satisfy

$$
\eta_{i, 1}, \quad \eta_{i, 2} \leq \max \{-\mu,-\beta\}<0
$$

Hence $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ is locally stable. Since the reaction terms in system (2.2) are Lipschitz, (2.2) generates a semiflow on $C\left(\bar{\Omega}, \mathbb{R}^{2}\right)$ which is strongly monotone with respect to the cone $C_{+}\left(\bar{\Omega}, \mathbb{R}^{2}\right)=\left\{(u, v) \in C\left(\bar{\Omega}, \mathbb{R}^{2}\right) \mid u>0, v>0\right\}$ (see [27]), and then $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ is globally attractive. Hence, $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ is globally asymptotically stable. The proof is complete.
3. Stationary solutions of chemotaxis system (1.1)-(1.3). In this section, we will verify that the volume-filling chemotaxis system (1.1)-(1.3) has nonconstant steady states (i.e., stationary patterns) under appropriate conditions.

To show the existence of stationary patterns, we consider the steady state problem of (1.1)-(1.3):

$$
\left\{\begin{array}{l}
-\nabla \cdot\left(d_{1} \nabla u-\chi u(1-u) \nabla v\right)=\mu u\left(1-u / u_{c}\right), \quad x \in \Omega  \tag{3.1}\\
-d_{2} \Delta v=\alpha u-\beta v, \quad x \in \Omega \\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, \quad x \in \partial \Omega
\end{array}\right.
$$

The lemma below shows that the positive solutions of (3.1) are uniformly bounded.
Lemma 3.1. Let $(u, v)$ be a nonnegative (classical) solution to the boundary value problem of elliptic system (3.1). Then

$$
\begin{equation*}
0 \leq u \leq 1,0 \leq v \leq \frac{\alpha}{\beta} \quad \text { for all } \quad x \in \bar{\Omega} \tag{3.2}
\end{equation*}
$$

Proof. Define differential operator $L: \mathbb{R} \longrightarrow \mathbb{R}$ as

$$
L u=-d_{1} \Delta u+\chi(1-u) \nabla u \nabla v-\chi u \nabla u \nabla v+\chi u(1-u) \Delta v
$$

and function $f(u)=\mu u\left(1-u / u_{c}\right)$. Then the first equation of (3.1) can be written as $L u=f(u)$ for $x \in \Omega$ with boundary condition $\frac{\partial u}{\partial \nu}=0$. Let $\bar{u}=1$. Noting that $u_{c} \leq 1$, we have

$$
0=L \bar{u} \geq f(\bar{u}), \quad x \in \Omega
$$

which, together with boundary condition $\frac{\partial \bar{u}}{\partial \nu}=0$ for $x \in \partial \Omega$, indicates that $\bar{u}=1$ is a supersolution of the equation $L u=f(u)$ for all $x \in \bar{\Omega}$. Noticing that $f$ is smooth, by comparison principle, we have $0 \leq u \leq \bar{u}=1$ for all $x \in \bar{\Omega}$ by taking into account that $u$ is nonnegative. Similarly, if we define $K v=-d_{2} \Delta v$ and $g(u, v)=\alpha u-\beta v$, we can verify that $0=K \bar{v} \geq g(u, \bar{v})$ in $x \in \Omega$ for all $0 \leq u \leq 1$, where $\bar{v}=\frac{\alpha}{\beta}$. Noticing that $\frac{\partial \bar{v}}{\partial \nu}=0$ for $x \in \partial \Omega, \bar{v}$ is a supersolution of $K v=g(u, v)$ and the proof is then completed by comparison principle.

By choosing $\underline{k}>\frac{1-u_{c}}{u_{c}} \mu$ and $\bar{k}>\beta$, system (3.1) can be rewritten as

$$
\left\{\begin{array}{l}
-\nabla \cdot\left(d_{1} \nabla u-\chi u(1-u) \nabla v\right)+\underline{k} u=\underline{k} u+\mu u\left(1-u / u_{c}\right), \quad x \in \Omega  \tag{3.3}\\
-d_{2} \Delta v+\bar{k} v=\alpha u+(\bar{k}-\beta) v, \quad x \in \Omega \\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, \quad x \in \partial \Omega
\end{array}\right.
$$

In terms of this setting, we proceed to set up a fixed point equation in the positive cone

$$
\mathbb{P}_{+}=\left\{(u, v) \in C\left(\bar{\Omega} ; \mathbb{R}^{2}\right) \mid 0 \leq u \leq 1,0 \leq v \leq \frac{\alpha}{\beta}\right\}
$$

of the Banach space $\mathbb{P}=C\left(\bar{\Omega} ; \mathbb{R}^{2}\right)$ and use the fixed point index technique to obtain the existence of nonconstant steady states of (3.1).

For given $\psi=\left(\psi_{1}, \psi_{2}\right)$ in $\mathbb{P}_{+}$, we define $\omega=\Psi(\psi)$ to be the solution of the system

$$
\left\{\begin{array}{l}
-\nabla \cdot\left(d_{1} \nabla u-\chi u(1-u) \nabla v\right)+\underline{k} u=\underline{k} \psi_{1}+\mu \psi_{1}\left(1-\psi_{1} / u_{c}\right), \quad x \in \Omega  \tag{3.4}\\
-d_{2} \Delta v+\bar{k} v=\alpha \psi_{1}+(\bar{k}-\beta) \psi_{2}, \quad x \in \Omega \\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, \quad x \in \partial \Omega
\end{array}\right.
$$

Then we have the following lemma.
Lemma 3.2. $\Psi: \mathbb{P}_{+} \rightarrow \mathbb{P}_{+}$is a well-defined completely continuous operator. Moreover, the fixed points of $\Psi$ in $\mathbb{P}_{+}$are solutions of (3.1).

Proof. It is easy to see that the second equation of (3.4) has a unique solution $v \in C^{2}(\Omega)$ (see [9, Theorem 6.31]). Substituting the result into the equation for $u$ and using the properties of quasi-linear equations of parabolic type with Neumann boundary value conditions, we can obtain a unique $u \in C^{2}(\Omega)$ from the first equation of (3.4). Hence, $\Psi$ is a well-defined map.

System (3.4) can be rewritten in the matrix form

$$
\left\{\begin{array}{l}
-\nabla \cdot(\mathbb{A}(\omega) \nabla \omega)+\mathbb{D} \cdot \omega=\mathbb{G}(\psi), \quad x \in \Omega  \tag{3.5}\\
\frac{\partial \omega}{\partial \nu}=0, \quad x \in \partial \Omega
\end{array}\right.
$$

where
$\mathbb{A}(\omega)=\left(\begin{array}{cc}d_{1} & -\chi u(1-u) \\ 0 & d_{2}\end{array}\right), \mathbb{D}=\left(\begin{array}{cc}\frac{k}{0} & \frac{1}{k} \\ 0 & \bar{k}\end{array}\right), \mathbb{G}(\psi)=\binom{\underline{k} \psi_{1}+\mu \psi_{1}\left(1-\psi_{1} / u_{c}\right)}{\alpha \psi_{1}+(\bar{k}-\beta) \psi_{2}}$.
Since $\mathbb{A}(\omega)$ and $\mathbb{D}$ are positive definite and $\mathbb{G}(\psi) \geq 0$ in $\mathbb{P}_{+}, \Psi$ maps $\mathbb{P}_{+}$into itself.
Using the same arguments of Lemma 3.1 in [6], we can derive the complete continuity of $\Psi$. The proof is then finished.

The map $\Psi$ can be expressed as

$$
\begin{equation*}
\Psi=\Gamma \circ \mathbb{G} \tag{3.6}
\end{equation*}
$$

with $\Gamma$ being the inverse operator of $-\nabla \cdot(\mathbb{A} \circ \nabla)+\mathbb{D}$.
System (3.1) is now equivalent to the fixed point problem on $\mathbb{P}_{+}$:

$$
\begin{equation*}
\omega=\Psi(\omega)=\Gamma \circ \mathbb{G}(\omega), \quad \omega \in \mathbb{P}_{+} \tag{3.7}
\end{equation*}
$$

It is trivial to check that $\mathbf{0}=(0,0)$ and $\widetilde{\omega}=\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ are constant fixed points of $\Psi$. Our purpose is to find the nonconstant fixed points of $\Psi$ in $\mathbb{P}_{+}$by the degree index method. Therefore, we need to compute the degree indices of the two fixed points $\mathbf{0}$ and $\widetilde{\omega}$ and use them to derive the existence of the nonconstant fixed points.

Let $\Psi_{+}^{\prime}(\mathbf{0})$ denote the derivative of $\Psi(\omega)$ at $\omega=(0,0)$ in the direction of the cone $\mathbb{P}_{+}$. Then

$$
\Psi_{+}^{\prime}(\mathbf{0})=K \circ G,
$$

where

$$
K=\left(\begin{array}{cc}
\left(-d_{1} \Delta+\underline{k}\right)^{-1} & 0 \\
0 & \left(-d_{2} \Delta+\bar{k}\right)^{-1}
\end{array}\right), \quad G=\left(\begin{array}{cc}
\underline{k}+\mu & 0 \\
\alpha & \bar{k}-\beta
\end{array}\right) .
$$

Observe that $K$ is a compact, positive linear operator on $\mathbb{P}_{+}$, together with the boundary condition in (3.5). $G$ is also a compact, positive linear operator on $\mathbb{P}_{+}$ and $G(\mathbf{0})=\mathbf{0}$. Therefore, $\Psi_{+}^{\prime}(\mathbf{0}): \mathbb{P}_{+} \rightarrow \mathbb{P}_{+}$is a positive, compact linear operator. The lemma below can be obtained through a simple computation.

Lemma 3.3. The eigenvalue problem $\Psi_{+}^{\prime}(\mathbf{0}) \psi=\sigma \psi$ with $\psi=\left(\psi_{1}, \psi_{2}\right)$ is equivalent to

$$
\left\{\begin{array}{l}
-d_{1} \Delta \psi_{1}+\underline{k} \psi_{1}=\frac{1}{\sigma}(\underline{k}+\mu) \psi_{1}, \quad x \in \Omega,  \tag{3.8}\\
-d_{2} \Delta \psi_{2}+\bar{k} \psi_{2}=\frac{1}{\sigma}\left(\alpha \psi_{1}+(\bar{k}-\beta) \psi_{2}\right), \quad x \in \Omega, \\
\frac{\partial \psi_{1}}{\partial \nu}=\frac{\partial \psi_{2}}{\partial \nu}=0, \quad x \in \partial \Omega .
\end{array}\right.
$$

System (3.8) can be rewritten as

$$
\left\{\begin{array}{l}
-\nabla \cdot(\mathcal{D} \nabla \psi)+\mathbb{D} \cdot \psi=\sigma^{-1} g(\psi), \quad x \in \Omega,  \tag{3.9}\\
\frac{\partial \psi}{\partial \nu}=0, \quad x \in \partial \Omega,
\end{array}\right.
$$

where

$$
g(\psi)=\binom{(\underline{k}+\mu) \psi_{1}}{\alpha \psi_{1}+(\bar{k}-\beta) \psi_{2}} .
$$

Since $\Psi_{+}^{\prime}(\mathbf{0})$ is positive and compact, there is only one positive eigenfunction to (3.9) corresponding to the largest eigenvalue. Then an assertion on the eigenvalue problem of $\Psi_{+}^{\prime}(\mathbf{0})$ can be made.

Lemma 3.4. Assume that $\lambda_{i} \neq \frac{\mu}{d_{1}}$ for all $i \geq 1$. Then 1 is not an eigenvalue of $\Psi_{+}^{\prime}(\mathbf{0})$ corresponding to an eigenvector in $\mathbb{P}_{+}$and $\Psi_{+}^{\prime}(\mathbf{0})$ has an eigenvalue larger than 1 with a corresponding eigenvector in $\mathbb{P}_{+}$, that is, $\operatorname{index}(\Psi, \mathbf{0})=0$.

Proof. The eigenvalue problem (3.8) can also be rewritten as

$$
\left(\begin{array}{cc}
-d_{1} \Delta+\underline{k}-(\underline{k}+\mu) / \sigma & 0  \tag{3.10}\\
-\alpha / \sigma & -d_{2} \Delta+\bar{k}-(\bar{k}-\beta) / \sigma
\end{array}\right) \psi=0,
$$

which is equivalent to

$$
\left(\begin{array}{cc}
\lambda_{i} d_{1}+\underline{k}-(\underline{k}+\mu) / \sigma & 0  \tag{3.11}\\
-\alpha / \sigma & \lambda_{i} d_{2}+\bar{k}-(\bar{k}-\beta) / \sigma
\end{array}\right) \psi=0, \quad i \geq 1 .
$$

Since $\lambda_{i} \neq \frac{\mu}{d_{1}}$ for all $i \geq 1$, it is clear that 1 is not an eigenvalue of $\Psi_{+}^{\prime}(\mathbf{0})$ with an eigenvector in $\mathbb{P}_{+}$. On the other hand, when $\lambda_{1}=0$, there exists an eigenvalue $\sigma=1+\frac{\mu}{\underline{k}}>1$, and (3.11) is equivalent to

$$
\begin{equation*}
\psi_{1}=\frac{1}{\alpha}((\sigma-1) \bar{k}+\beta) \psi_{2}, \tag{3.12}
\end{equation*}
$$

which has a positive solution. Hence $\Psi_{+}^{\prime}(\mathbf{0})$ possesses a positive eigenvalue $\sigma>1$ with a positive eigenvector. The proof is complete.

The following lemma is about the boundedness of the fixed point, which is a direct consequence of Lemma 3.1.

Lemma 3.5. There exists a constant $R>\widetilde{R}=\max \left\{1, \frac{\alpha}{\beta}\right\}$ such that

$$
\begin{equation*}
\Psi(\omega)=\varrho \omega, \quad \varrho \geq 1 \tag{3.13}
\end{equation*}
$$

has no solution $\omega \in \mathbb{P}_{+}$satisfying $\|\omega\|=R$.
Lemmas 3.4-3.5 allow us to apply [1, Lemma 13.1 and Theorem 13.2(i)] to make a conclusion.

Lemma 3.6. For any $r>0$, let $P_{r}=\left\{\omega \in \mathbb{P}_{+}:\|\omega\|<r\right\}$. If $\lambda_{i} \neq \frac{\mu}{d_{1}}, i \geq 1$, then there exists $r_{0}$ such that $0<r_{0}<R$ and for any $r \in\left(0, r_{0}\right]$,

$$
\operatorname{index}\left(\Psi, P_{R} \backslash \overline{P_{r}}\right)=+1
$$

In particular, there is a fixed point of $\Psi$ in $P_{R} \backslash \overline{P_{r}}$, where $R$ is as in Lemma 3.5.
Now we need to calculate the index of the constant fixed point $\widetilde{\omega}$ of $\Psi$ in $P_{R} \backslash \overline{P_{r}}$ to verify the existence of a nonconstant positive fixed point of $\Psi$. Let

$$
\begin{equation*}
\mathbb{J}=I-\Psi=I-\Gamma \circ \mathbb{G} . \tag{3.14}
\end{equation*}
$$

Then the fixed point of the operator $\Psi$ is just the zero point of the operator $\mathbb{J}$. The converse is also true.

Recall that if $D_{\omega} \mathbb{J}(\widetilde{\omega})$ is invertible, the index of $\mathbb{J}$ at the zero point $\widetilde{\omega}$ is defined as

$$
\operatorname{index}(\mathbb{J}, \widetilde{\omega})=(-1)^{\gamma}
$$

where $\gamma$ is the sum of the algebraic multiplicities of the negative eigenvalues of $D_{\omega J} \mathbb{J}(\widetilde{\omega})$ (see Theorem 2.8.1 in [19]). From [1, Theorem 11.4], we can derive the relation between $\operatorname{index}(\Psi, \widetilde{\omega})$ and $\operatorname{index}(\mathbb{J}, \widetilde{\omega})$.

Lemma 3.7. If $\widetilde{\omega}$ is an isolated fixed point of $\Psi$, then both the index of the operator $\Psi$ at the fixed point $\widetilde{\omega}$ and the index of the operator $\mathbb{J}$ at its zero point $\widetilde{\omega}$ are well-defined and satisfy

$$
\operatorname{index}(\Psi, \widetilde{\omega})=\operatorname{index}(\mathbb{J}, \widetilde{\omega})
$$

By (3.3), (3.7), and (3.14), we obtain

$$
\begin{aligned}
D_{\omega} \mathbb{J}(\widetilde{\omega}) & =I-D_{\omega}(\Gamma \circ \mathbb{G})(\widetilde{\omega})=I-\Gamma_{\omega}(\widetilde{\omega}) \circ \mathbb{G}_{\omega}(\widetilde{\omega}) \\
& =I-\left(-\nabla \cdot\left(\mathbb{A}_{\omega}(\widetilde{\omega}) \circ \nabla\right)+\mathcal{D}\right)^{-1} \circ \mathbb{G}_{\omega}(\widetilde{\omega}) \\
& =I-\left(\begin{array}{cc}
-d_{1} \Delta+\underline{k} & \chi u_{c}\left(1-u_{c}\right) \Delta \\
0 & -d_{2} \Delta+\bar{k}
\end{array}\right)^{-1}\left(\begin{array}{cc}
\underline{k}-\mu & 0 \\
\alpha & \bar{k}-\beta
\end{array}\right) .
\end{aligned}
$$

We shall use the decomposition (2.3) to analyze the eigenvalues of $D_{\omega} \mathbb{J}(\widetilde{\omega})$. It is well known that, for each integer $i \geq 1$ and $1 \leq j \leq \operatorname{dim} E\left(\lambda_{i}\right), X_{i j}$ is invariant under $D_{\omega} \mathbb{J}(\widetilde{\omega})$. Furthermore, the right-hand side of (3.15) can be rewritten as

$$
\left(\begin{array}{cc}
-d_{1} \Delta+\underline{k} & \chi u_{c}\left(1-u_{c}\right) \Delta \\
0 & -d_{2} \Delta+\bar{k}
\end{array}\right)^{-1}\left(\begin{array}{cc}
-d_{1} \Delta+\mu & \chi u_{c}\left(1-u_{c}\right) \Delta \\
-\alpha & -d_{2} \Delta+\beta
\end{array}\right)
$$

Thus, we have that $\tau$ is an eigenvalue of $D_{u} \mathbb{J}(\widetilde{\omega})$ on $X_{i j}$ if and only if, for some $i \geq 1$, it is an eigenvalue of the matrix

$$
M_{i} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
d_{1} \lambda_{i}+\underline{k} & -\lambda_{i} \chi u_{c}\left(1-u_{c}\right) \\
0 & d_{2} \lambda_{i}+\bar{k}
\end{array}\right)^{-1}\left(\begin{array}{cc}
d_{1} \lambda_{i}+\mu & -\lambda_{i} \chi u_{c}\left(1-u_{c}\right) \\
-\alpha & d_{2} \lambda_{i}+\beta
\end{array}\right) .
$$

Moreover, $D_{\omega} \mathbb{J}(\widetilde{\omega})$ is invertible if and only if the matrix $M_{i}$ is nonsingular for all $i \geq 1$. In terms of this property, we have the following formula:

$$
\begin{equation*}
\gamma\left(D_{\omega} \mathbb{J}(\widetilde{\omega})\right)=\sum_{i=1}^{\infty} \operatorname{dim} E\left(\lambda_{i}\right) \times \gamma\left(M_{i}\right), \tag{3.16}
\end{equation*}
$$

where $\gamma\left(D_{\omega} \mathbb{J}(\widetilde{\omega})\right)$ and $\gamma\left(M_{i}\right)$ are the sums of the algebraic multiplicities of the negative eigenvalues of $D_{\omega} \mathbb{J}(\widetilde{\omega})$ and $M_{i}$, respectively. The right-hand side of (3.16) is welldefined, since when $i$ is sufficiently large, $\lambda_{i}$ is also sufficiently large and a direct computation of eigenvalues of $M_{i}$ shows that $\gamma\left(M_{i}\right)=0$ when $i \geq i_{0}$ for some large enough positive integer $i_{0}$. Usually, to compute $\gamma\left(M_{i}\right)$, we need to use the values of $\operatorname{det}\left(M_{i}\right)$ and $\operatorname{trace}\left(M_{i}\right)$. As such, we first define a function $H(\lambda)$ as follows:

$$
H(\lambda)=H(\widetilde{\omega}, \lambda)
$$

$$
=\operatorname{det}\left(\begin{array}{cc}
d_{1} \lambda+\underline{k} & -\lambda \chi u_{c}\left(1-u_{c}\right)  \tag{3.17}\\
0 & d_{2} \lambda+\bar{k}
\end{array}\right)^{-1} \operatorname{det}\left(\begin{array}{cc}
d_{1} \lambda+\mu & -\lambda \chi u_{c}\left(1-u_{c}\right) \\
-\alpha & d_{2} \lambda+\beta
\end{array}\right)
$$

so that $H\left(\lambda_{i}\right)=\operatorname{det}\left(M_{i}\right)$. Observe that if $H\left(\lambda_{i}\right) \neq 0$, then the number of negative eigenvalues (counting algebraic multiplicity) of $M_{i}$ is 1 if and only if $H\left(\lambda_{i}\right)<0$. When $H\left(\lambda_{i}\right)>0, \gamma\left(M_{i}\right)$ is either 0 or 2 . Thus, it follows from (3.16) that

$$
\gamma\left(D_{\omega} \mathbb{J}(\widetilde{\omega})\right)=\sum_{i \geq 1, H\left(\lambda_{i}\right)<0} \operatorname{dim} E\left(\lambda_{i}\right) \quad(\bmod 2) .
$$

As such, we have the following lemma.
Lemma 3.8. Suppose that $H\left(\lambda_{i}\right) \neq 0$ for all $i \geq 1$. Then

$$
\operatorname{index}(\mathbb{J}, \widetilde{\omega})=(-1)^{\gamma}, \quad \text { where } \quad \gamma=\sum_{i \geq 1, H\left(\lambda_{i}\right)<0} \operatorname{dim} E\left(\lambda_{i}\right) .
$$

Now we need to analyze the sign of $H\left(\lambda_{i}\right)$ to compute $\gamma$ in the above formula. Since the first factor of $H\left(\lambda_{i}\right)$ is positive, we need only determine the sign of the second factor, which is denoted as

$$
h(\lambda)=\operatorname{det}\left(\begin{array}{cc}
d_{1} \lambda+\mu & -\lambda \chi u_{c}\left(1-u_{c}\right) \\
-\alpha & d_{2} \lambda+\beta
\end{array}\right) .
$$

Through a direct computation we have

$$
\begin{equation*}
h(\lambda)=d_{1} d_{2}\left\{\lambda^{2}+\left[\frac{\mu}{d_{1}}+\frac{\beta}{d_{2}}-\frac{\alpha \chi}{d_{1} d_{2}} u_{c}\left(1-u_{c}\right)\right] \lambda+\frac{\mu \beta}{d_{1} d_{2}}\right\} . \tag{3.18}
\end{equation*}
$$

In order to have $h(\lambda)<0$, we require that the discriminant of the quadratic function in (3.18) be positive, that is,

$$
\Delta=\left[\frac{\mu}{d_{1}}+\frac{\beta}{d_{2}}-\frac{\alpha \chi}{d_{1} d_{2}} u_{c}\left(1-u_{c}\right)\right]^{2}-\frac{4 \mu \beta}{d_{1} d_{2}}>0 .
$$

As this paper aims to study the existence of stationary patterns with respect to the chemotactic sensitivity, we will focus on the dependence of $H\left(\lambda_{i}\right)$ on the sensitivity factor $\chi$. Then through a simple computation and analysis we obtain that when

$$
\begin{equation*}
\chi>\chi_{c}=\frac{\mu d_{2}+\beta d_{1}+2 \sqrt{\mu \beta d_{1} d_{2}}}{\alpha u_{c}\left(1-u_{c}\right)} \tag{3.19}
\end{equation*}
$$

equation $h(\lambda)=0$ has two positive roots $\overline{\lambda_{1}}(\chi), \overline{\lambda_{2}}(\chi)$ satisfying $\overline{\lambda_{2}}(\chi)>\overline{\lambda_{1}}(\chi)>0$, where

$$
\begin{equation*}
\overline{\lambda_{1}}(\chi)=\frac{1}{2 d_{1} d_{2}}\left(-\eta-\sqrt{\eta^{2}-4 d_{1} d_{2} \mu \beta}\right), \quad \overline{\lambda_{2}}(\chi)=\frac{1}{2 d_{1} d_{2}}\left(-\eta+\sqrt{\eta^{2}-4 d_{1} d_{2} \mu \beta}\right) \tag{3.20}
\end{equation*}
$$

and

$$
\eta=d_{2} \mu+d_{1} \beta-\alpha \chi u_{c}\left(1-u_{c}\right)<0 .
$$

Moreover, we have

$$
\begin{cases}H(\lambda)>0, & \lambda \in\left(-\infty, \overline{\lambda_{1}}(\chi)\right) \cup\left(\overline{\lambda_{2}}(\chi),+\infty\right),  \tag{3.21}\\ H(\lambda)<0, & \lambda \in\left(\overline{\lambda_{1}}(\chi), \overline{\lambda_{2}}(\chi)\right) .\end{cases}
$$

Thus, we have the result below.
Lemma 3.9. Let $d_{1}, d_{2}, \mu, \beta, \alpha$, and $u_{c}$ be fixed parameters. Assume that $\chi$ is large such that (3.19) holds. If there exist integers $n_{1}$, $n$ satisfying $n>n_{1} \geq 1$ such that

$$
\begin{equation*}
\overline{\lambda_{1}}(\chi) \in\left(\lambda_{n_{1}}, \lambda_{n_{1}+1}\right), \quad \overline{\lambda_{2}}(\chi) \in\left(\lambda_{n}, \lambda_{n+1}\right) \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=n_{1}+1}^{n} \operatorname{dim} E\left(\lambda_{i}\right) \quad \text { is } \quad o d d \tag{3.23}
\end{equation*}
$$

then

$$
\begin{equation*}
\operatorname{index}(\mathbb{J}, \widetilde{\omega})=-1 \tag{3.24}
\end{equation*}
$$

Proof. Recalling the definition of $\lambda_{i}$ in section 2 and (3.22), we have

$$
\left\{\begin{array}{l}
\lambda_{i}<\overline{\lambda_{1}}(\chi), \quad 1 \leq i \leq n_{1}  \tag{3.25}\\
\overline{\lambda_{1}}(\chi)<\lambda_{i}<\overline{\lambda_{2}}(\chi), \quad n_{1}+1 \leq i \leq n \\
\lambda_{i}>\overline{\lambda_{2}}(\chi), \quad i \geq n+1
\end{array}\right.
$$

Then, from (3.21), it follows that

$$
\begin{cases}H\left(\lambda_{i}\right)>0, & 1 \leq i \leq n_{1}  \tag{3.26}\\ H\left(\lambda_{i}\right)<0, & n_{1}+1 \leq i \leq n \\ H\left(\lambda_{i}\right)>0, & i \geq n+1\end{cases}
$$

Therefore, zero is not an eigenvalue of the matrix $M_{i}$ for all $i \geq 1$. Then Lemma 3.8 and (3.23) lead to the desired result.

We are now in position to present the main result of this section.

Theorem 3.10. Let $\lambda_{i}, i \geq 1$, be eigenvalues of the Laplace operator $-\Delta$ under the homogeneous Neumann boundary condition. Then system (3.1) has at least one nonconstant positive solution if the following conditions are fulfilled:
(i) parameters $d_{1}, d_{2}, \mu, \beta, \alpha, u_{c}$, and $\chi$ satisfy (3.19);
(ii) there exist integers $n_{1}, n$ satisfying $n>n_{1} \geq 1$ such that $\overline{\lambda_{1}}(\chi) \in\left(\lambda_{n_{1}}, \lambda_{n_{1}+1}\right)$, $\overline{\lambda_{2}}(\chi) \in\left(\lambda_{n}, \lambda_{n+1}\right) ;$
(iii) $\lambda_{i} \neq \frac{\mu}{d_{1}}, i \geq 1$;
(iv) $\sum_{i=n_{1}+1}^{n} \operatorname{dim} E\left(\lambda_{i}\right)$ is odd; here $\overline{\lambda_{i}}(\chi), i=1,2$, are defined in (3.20).

Proof. By the argument of contradiction, we assume that (3.1) has no nonconstant positive solution. Then in the set $P_{R} \backslash \overline{P_{r}}$ there is only one fixed point, i.e., $\widetilde{\omega}=$ $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$. Therefore, by Lemma 3.6, we have

$$
\begin{equation*}
\left.\operatorname{index}(\Psi, \widetilde{\omega})=\operatorname{index}\left(\Psi, P_{R} \backslash \overline{P_{r}}\right)\right)=+1 \tag{3.27}
\end{equation*}
$$

On the other hand, by Lemmas 3.7 and 3.9, we have

$$
\operatorname{index}(\Psi, \widetilde{\omega})=\operatorname{index}(\mathbb{J}, \widetilde{\omega})=-1
$$

which contradicts (3.27). The proof is complete.
Remark 3.1. It will be shown in section 5 that conditions (i) and (ii) are sufficient for generating a pattern solution which may not be stationary. Hence additional conditions are needed to warrant a stationary pattern solution. Theorem 3.10 says that items (iii) and (iv) will be such conditions.

Case study for $N=1$. Consider system (3.1) with $N=1$ and $\Omega=(0, l)$,

$$
\left\{\begin{array}{l}
-u^{\prime \prime}+\left(\frac{\chi}{d_{1}} u(1-u) v^{\prime}\right)^{\prime}=\frac{\mu}{d_{1}} u\left(1-u / u_{c}\right), \quad x \in(0, l)  \tag{3.28}\\
-v^{\prime \prime}=\frac{\alpha}{d_{2}} u-\frac{\beta}{d_{2}} v, \quad x \in(0, l) \\
u^{\prime}(0)=u^{\prime}(l)=0 \\
v^{\prime}(0)=v^{\prime}(l)=0
\end{array}\right.
$$

where $^{\prime}=\frac{d}{d x}$. The eigenvalue problem associated with (3.28) is

$$
\left\{\begin{array}{l}
-\omega^{\prime \prime}=\lambda \omega  \tag{3.29}\\
\omega^{\prime}(0)=\omega^{\prime}(l)=0
\end{array}\right.
$$

which has countably many eigenvalues $\lambda_{i}=\frac{(i-1)^{2} \pi^{2}}{l^{2}}, i=1,2,3, \ldots$ Hence, by Theorem 3.10, we obtain the result on system (3.28).

Proposition 3.11. Assume that constants $d_{1}, d_{2}, \mu, \beta, \alpha, u_{c}$, and $\chi$ satisfy (3.19) and $\frac{\mu}{d_{1}} \neq \lambda_{i}=\frac{(i-1)^{2} \pi^{2}}{l^{2}}, i \geq 1$. If there exist integers $n_{1}, n_{2}$ satisfying $n_{2}>n_{1} \geq 1$ such that $\overline{\lambda_{1}}(\chi) \in\left(\lambda_{n_{1}}, \lambda_{n_{1}+1}\right), \overline{\lambda_{2}}(\chi) \in\left(\lambda_{n_{2}}, \lambda_{n_{2}+1}\right)$ and $\sum_{i=n_{1}+1}^{n_{2}} \operatorname{dim} E\left(\lambda_{i}\right)=n_{2}-n_{1}$ is odd, then system (3.28) has at least one nonconstant positive solution.

Proof. Notice that when $\Omega=(0, l)$, the eigenvector corresponding to each eigenvalue $\lambda_{i}$ is $\cos \frac{(i-1) \pi}{l} x$, which spans the eigenspace $E\left(\lambda_{i}\right)$. Hence $\operatorname{dim} E\left(\lambda_{i}\right)=1$ and thus $\sum_{i=n_{1}+1}^{n_{2}} \operatorname{dim} E\left(\lambda_{i}\right)=n_{2}-n_{1}$. Then the application of Theorem 3.10 completes the proof.
4. Linear stability analysis for pattern formation. Mathematically, pattern formation is the process where a spatially homogeneous steady state becomes unstable, by varying a bifurcation parameter value, in the presence of spatially inhomogeneous perturbations, and a stable inhomogeneous solution arises. In this section, we shall employ linear stability analysis to identify the conditions for pattern formation of system (1.1)-(1.3) and compare them with conditions given in Theorem 3.10.

Let us first recall that system (1.1) without the chemotaxis term, namely system (2.2), has two homogeneous steady states $(0,0)$ and $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$. The former is unstable for (2.2) by simple calculations, and the latter is globally asymptotically stable for (2.2) as shown in Proposition 2.3. Hence we restrict our attention to finding the instability conditions for which $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ becomes unstable in the presence of chemotaxis. The conventional method is to linearize (1.1) about ( $u_{c}, \frac{\alpha}{\beta} u_{c}$ ) and then look for solutions proportional to $e^{i \mathbf{k} \cdot \mathbf{x}+\sigma t}$, where $\mathbf{k}$ is the wave vector with magnitude $k=|\mathbf{k}|$ and $\sigma$ is the temporal growth rate depending on $k^{2}$. Then patterns are expected when $\operatorname{Re}(\sigma)>0$ for some $k>0$ (see more details in [18]). Following this standard procedure, we can show that a necessary condition for the pattern formation of model (1.1) subject to homogeneous Neumann boundary conditions is

$$
\begin{equation*}
\chi>\chi_{c}=\frac{\mu d_{2}+\beta d_{1}+2 \sqrt{\mu \beta d_{1} d_{2}}}{\alpha u_{c}\left(1-u_{c}\right)} \tag{4.1}
\end{equation*}
$$

and that allowable wave number $k$ satisfies

$$
\begin{equation*}
k_{1}^{2}=\frac{-\eta-\sqrt{\eta^{2}-4 d_{1} d_{2} \mu \beta}}{2 d_{1} d_{2}}<k^{2}<k_{2}^{2}=\frac{-\eta+\sqrt{\eta^{2}-4 d_{1} d_{2} \mu \beta}}{2 d_{1} d_{2}} \tag{4.2}
\end{equation*}
$$

where $\eta=\mu d_{2}+\beta d_{1}-\chi \alpha u_{c}\left(1-u_{c}\right)<0$. Condition (4.1) is necessary because allowable wave numbers are discrete in a finite domain, and hence the interval $\left(k_{1}, k_{2}\right)$ does not necessarily contain the desired discrete number; for example, $k=\frac{n \pi}{l}$ for $n=1,2, \ldots$ if $\Omega=(0, l)$. The results derived in section 3 show that $k^{2}$ corresponds to the eigenvalue $\lambda$ of the negative Laplace operator, namely, $\lambda=k^{2}, k_{1}^{2}=\overline{\lambda_{1}}(\chi), k_{2}^{2}=\overline{\lambda_{2}}(\chi)$. Hence the instability of the homogeneous steady state ( $u_{c}, \frac{\alpha}{\beta} u_{c}$ ) occurs if (4.1) holds and
there is a wave number $k$ such that (4.2) holds.
Noticing that condition Theorem 3.10(i) is the same as (4.1) and Theorem 3.10(ii) is equivalent to (4.3), we have the following proposition.

Proposition 4.1. Let conditions Theorem 3.10(i) and (ii) hold. Then the homogeneous steady state $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ of (1.1)-(1.3) is linearly unstable; namely, pattern formation of system (1.1)-(1.3) arises.

It is helpful to note that conditions (4.1) and (4.3) (or Theorem 3.10(i) and (ii)) are not sufficient for ensuring that spatial patterns are stationary (see, e.g., Figure 3 in section 6), which is, however, warranted by two additional conditions Theorem 3.10 (iii) and (iv). In this sense, conditions in Theorem 3.10(iii) and (iv) supplement the linear stability analysis results.
5. Bifurcation and stability analysis of patterns via the perturbation method. In this section, we apply the perturbation method to analyze the stationary pattern solutions with small amplitude, whose asymptotic expansions can be obtained via the standard bifurcation technique. By estimating the eigenvalue of the linearized system around the pattern solutions, we derive the stability/instability conditions
of stationary pattern solutions which provide a selection mechanism of the principal wave mode of the stable pattern. For simplicity, we restrict our attention to the one-dimensional case.
5.1. Bifurcation analysis. Considering the chemotaxis system (1.1)-(1.3) with $N=1$ and $\Omega=(0, l)$, we have

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left(d_{1} \frac{\partial u}{\partial x}-\chi u(1-u) \frac{\partial v}{\partial x}\right)+\mu u\left(1-u / u_{c}\right), \quad x \in(0, l)  \tag{5.1}\\
\frac{\partial v}{\partial t}=d_{2} \frac{\partial^{2} v}{\partial x^{2}}+\alpha u-\beta v, \quad x \in(0, l) \\
\left.\frac{\partial u}{\partial x}\right|_{x=0, l}=0,\left.\quad \frac{\partial v}{\partial x}\right|_{x=0, l}=0
\end{array}\right.
$$

The steady states of (5.1) are the solutions to (3.28) in section 3. Obviously, $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ is a positive constant solution of (3.28). Viewing $\chi$ as a bifurcation parameter, we now make an asymptotic analysis for the pattern solution ( $u^{*}, v^{*}$ ) with small amplitude, which solves (3.28) and is bifurcated from $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$. Denote

$$
g(u)=u(1-u), \quad f(u)=u\left(1-u / u_{c}\right)
$$

and assume

$$
\left\{\begin{array}{l}
u^{*}=u_{c}+\sum_{k=1}^{\infty} \varepsilon^{k} u_{k}=u_{c}+\varepsilon u_{1}+\varepsilon^{2} u_{2}+\cdots+\varepsilon^{k} u_{k}+\cdots  \tag{5.2}\\
v^{*}=\frac{\alpha}{\beta} u_{c}+\sum_{k=1}^{\infty} \varepsilon^{k} v_{k}=\frac{\alpha}{\beta} u_{c}+\varepsilon v_{1}+\varepsilon^{2} v_{2}+\cdots \varepsilon^{k} u_{k}+\cdots
\end{array}\right.
$$

and

$$
\begin{equation*}
\chi=\sum_{k=0}^{\infty} \varepsilon^{k} \chi_{k}=\chi_{0}+\varepsilon \chi_{1}+\varepsilon^{2} \chi_{2}+\cdots+\varepsilon^{k} \chi_{k}+\cdots \tag{5.3}
\end{equation*}
$$

Here $\chi_{0}$ is the possible bifurcation location of $\chi$ which will be found later. We now assume in (5.3) that the parameter $\chi$ is in the small neighborhood of the bifurcation location $\chi_{0}$ so that the corresponding small amplitude solution $\left(u^{*}, v^{*}\right)$ can be bifurcated at this location from the constant steady state $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$. We will see later that there are infinitely many bifurcation locations for $\chi_{0}$ which can be denoted as $\chi_{0}(n), n=1,2, \ldots$.

Substituting (5.2) and (5.3) into (3.28) and equating the $O(\varepsilon)$ and $O\left(\varepsilon^{2}\right)$ terms, respectively, we get two systems

$$
\left\{\begin{array}{l}
d_{1} u_{1}^{\prime \prime}+\left(\frac{\chi_{0} g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) u_{1}-\frac{\chi_{0} g\left(u_{c}\right) \beta}{d_{2}} v_{1}=0, \quad x \in(0, l)  \tag{5.4}\\
d_{2} v_{1}^{\prime \prime}+\alpha u_{1}-\beta v_{1}=0, \quad x \in(0, l) \\
u_{1}^{\prime}(0)=u_{1}^{\prime}(l)=0 \\
v_{1}^{\prime}(0)=v_{1}^{\prime}(l)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
d_{1} u_{2}^{\prime \prime}+\left(\frac{\chi_{0} g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) u_{2}-\frac{\chi_{0} g\left(u_{c}\right) \beta}{d_{2}} v_{2}=F_{1}, \quad x \in(0, l)  \tag{5.5}\\
d_{2} v_{2}^{\prime \prime}+\alpha u_{2}-\beta v_{2}=0, \quad x \in(0, l) \\
u_{2}^{\prime}(0)=u_{2}^{\prime}(l)=0 \\
v_{2}^{\prime}(0)=v_{2}^{\prime}(l)=0
\end{array}\right.
$$

where

$$
F_{1}=\chi_{0} g^{\prime}\left(u_{c}\right) u_{1}^{\prime} v_{1}^{\prime}+\left[\chi_{0} g^{\prime}\left(u_{c}\right) u_{1}+\chi_{1} g\left(u_{c}\right)\right] v_{1}^{\prime \prime}-\frac{1}{2} \mu f^{\prime \prime}\left(u_{c}\right) u_{1}^{2}
$$

It is easy to get nonzero solutions (unique up to a constant multiple for any given positive integer $n$, and this constant can be absorbed into $\varepsilon$ in (5.2)) for (5.4) as

$$
\left\{\begin{array}{l}
u_{1}=c_{1}(n) \cos \left(\frac{n \pi}{l} x\right), \quad c_{1}(n)=\frac{\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}}{\alpha}  \tag{5.6}\\
v_{1}=\cos \left(\frac{n \pi}{l} x\right)
\end{array}\right.
$$

as long as $\chi_{0}$ is given by

$$
\begin{equation*}
\chi_{0}=\chi_{0}(n)=\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}}, \quad n=1,2, \ldots \tag{5.7}
\end{equation*}
$$

Here, to get the uniqueness of solution, we have assumed that for two given positive integers $m$ and $n$,

$$
\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}} \neq \frac{\left(d_{1}\left(\frac{m \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{m \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{m \pi}{l}\right)^{2}} \quad \text { if } \quad m \neq n
$$

Mathematically, when $\chi$ is viewed as the bifurcation parameter, $\chi_{0}(n), n=$ $1,2, \ldots$, are called the possible bifurcation locations for the formation of new patterns. Denote

$$
\chi_{\min }=\min _{n}\left\{\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}}, n=1,2, \ldots\right\}=\chi_{0}\left(n_{0}\right)
$$

for some positive integer $n_{0}$. Then it is easy to know that the first bifurcation occurs when the parameter $\chi$ crosses through the bifurcation value $\chi_{\text {min }}$. If the bifurcation is stable, it will then yield patterns $\left(u^{*}, v^{*}\right)$ with formulas given in (5.2) and (5.6).

To obtain the formula for $\chi_{1}$, we first consider the adjoint system obtained from the left-hand side of (5.5):

$$
\left\{\begin{array}{l}
d_{1} x_{2}^{\prime \prime}+\left(\frac{\chi_{0} g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) x_{2}+\alpha y_{2}=0  \tag{5.8}\\
d_{2} y_{2}^{\prime \prime}-\frac{\chi_{0} g\left(u_{c}\right) \beta}{d_{2}} x_{2}-\beta y_{2}=0 \\
x_{2}^{\prime}(0)=x_{2}^{\prime}(l)=0 \\
y_{2}^{\prime}(0)=y_{2}^{\prime}(l)=0
\end{array}\right.
$$

It is easy to compute that (5.8) has one solution

$$
\left\{\begin{array}{l}
x_{2}=c_{2}(n) \cos \left(\frac{n \pi}{l} x\right), \quad c_{2}(n)=-\frac{\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}}{\chi_{0} g\left(u_{c}\right) \beta} d_{2}<0  \tag{5.9}\\
y_{2}=\cos \left(\frac{n \pi}{l} x\right)
\end{array}\right.
$$

Multiplying the first equation of (5.5) by $x_{2}$ and the second by $y_{2}$, adding them together, and integrating the result in the interval $[0, l]$, we then obtain the solvability equation for $\chi_{1}$. Direct computation gives

$$
\chi_{1}=\chi_{1}(n)=0
$$

When $\chi_{1}=0$, for each $n, F_{1}$ in (5.5) can be simplified to

$$
F_{1}=-\frac{1}{4} \mu f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n)-\left[\left(\frac{n \pi}{l}\right)^{2} \chi_{0} g^{\prime}\left(u_{c}\right) c_{1}(n)+\frac{1}{4} \mu f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n)\right] \cos \left(\frac{2 n \pi}{l} x\right)
$$

and a particular solution $\left(u_{2}, v_{2}\right)$ of (5.5) can be found as

$$
\left\{\begin{array}{l}
u_{2}=a_{1}(n)+a_{2}(n) \cos \left(\frac{2 n \pi}{l} x\right),  \tag{5.10}\\
v_{2}=a_{3}(n)+a_{4}(n) \cos \left(\frac{2 n \pi}{l} x\right),
\end{array}\right.
$$

where

$$
\begin{align*}
& a_{1}(n)=\frac{1}{4} f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n),  \tag{5.11}\\
& a_{2}(n)=-\frac{\left(\beta+d_{2}\left(\frac{2 n \pi}{l}\right)^{2}\right)\left[\left(\frac{n \pi}{l}\right)^{2} \chi_{0} g^{\prime}\left(u_{c}\right) c_{1}(n)+\frac{1}{4} \mu f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n)\right]}{\alpha \chi_{0} g\left(u_{c}\right)\left(\frac{2 n \pi}{l}\right)^{2}-\left(d_{1}\left(\frac{2 n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{2 n \pi}{l}\right)^{2}\right)}, \\
& a_{3}(n)=\frac{\alpha}{4 \beta} f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n), \\
& a_{4}(n)=-\frac{\alpha\left[\left(\frac{n \pi}{l}\right)^{2} \chi_{0} g^{\prime}\left(u_{c}\right) c_{1}(n)+\frac{1}{4} \mu f^{\prime \prime}\left(u_{c}\right) c_{1}^{2}(n)\right]}{\alpha \chi_{0} g\left(u_{c}\right)\left(\frac{2 n \pi}{l}\right)^{2}-\left(d_{1}\left(\frac{2 n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{2 n \pi}{l}\right)^{2}\right)} .
\end{align*}
$$

Since $\chi_{1}=0$, for further analysis, we need to obtain $\chi_{2}$. Following the process of getting (5.4) and (5.5), further computation up to the order $O\left(\varepsilon^{3}\right)$ gives

$$
\left\{\begin{array}{l}
d_{1} u_{3}^{\prime \prime}+\left(\frac{\chi_{0} g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) u_{3}-\frac{\chi_{0} g\left(u_{c}\right) \beta}{d_{2}} v_{3}=F_{2} \\
d_{2} v_{3}^{\prime \prime}+\alpha u_{3}-\beta v_{3}=0 \\
u_{3}^{\prime}(0)=u_{3}^{\prime}(l)=0 \\
v_{3}^{\prime}(0)=v_{3}^{\prime}(l)=0
\end{array}\right.
$$

where the right-hand-side term $F_{2}$ is given by

$$
\begin{align*}
F_{2}= & \chi_{0}\left[g^{\prime}\left(u_{c}\right)\left(u_{2} v_{1}^{\prime}+u_{1} v_{2}^{\prime}\right)+\frac{g^{\prime \prime}\left(u_{c}\right)}{2} u_{1}^{2} v_{1}^{\prime}\right]^{\prime}+\chi_{2} g\left(u_{c}\right) v_{1}^{\prime \prime} \\
& -\left[\mu f^{\prime \prime}\left(u_{c}\right) u_{1} u_{2}+\mu \frac{f^{\prime \prime \prime}\left(u_{c}\right)}{3!} u_{1}^{3}\right] \tag{5.12}
\end{align*}
$$

where $f^{\prime \prime \prime}\left(u_{c}\right)=0$ can be directly calculated from the definition of the function $f$. The solvability condition can be simplified as

$$
\begin{equation*}
\int_{0}^{l} F_{2} \cos \left(\frac{n \pi}{l} x\right) d x=0 \tag{5.13}
\end{equation*}
$$

Substituting (5.12) into (5.13) yields

$$
\begin{align*}
\chi_{2}(n)= & \frac{-2\left(\frac{n}{l} \pi\right)^{2} \chi_{0}\left[g^{\prime}\left(u_{c}\right)\left(\frac{a_{1}(n)}{2}-\frac{1}{4} a_{2}(n)+\frac{c_{1}(n) a_{4}(n)}{2}\right)+\frac{g^{\prime \prime}\left(u_{c}\right)}{16} c_{1}^{2}(n)\right]}{g\left(u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}} \\
& -\frac{2 \mu f^{\prime \prime}\left(u_{c}\right) c_{1}(n)\left(\frac{a_{1}(n)}{2}+\frac{a_{2}(n)}{4}\right)}{g\left(u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}} . \tag{5.14}
\end{align*}
$$

In summary, we have now found all the bifurcation locations of $\chi$ as

$$
\chi_{0}(n)=\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}}, \quad n=1,2, \ldots
$$

When the parameter $\chi$ given by (5.3) is in the neighborhood of $\chi_{0}(n)$ for each $n=$ $1,2, \ldots$, the corresponding bifurcated solution $\left(u^{*}, v^{*}\right)$ has a formula (5.2) with ( $u_{1}, v_{1}$ ) and ( $u_{2}, v_{2}$ ) given in (5.6) and (5.10), respectively.

To clarify the relationship between the solution $\left(u^{*}, v^{*}\right)$ and its bifurcation location $\chi_{0}(n)$, we may relabel $\left(u^{*}, v^{*}\right)$ as $\left(u_{n}^{*}, v_{n}^{*}\right)$, i.e.,

$$
\left\{\begin{array}{l}
u_{n}^{*}=u_{c}+\varepsilon u_{1}+\varepsilon^{2} u_{2}+\cdots \\
v_{n}^{*}=\frac{\alpha}{\beta} u_{c}+\varepsilon v_{1}+\varepsilon^{2} v_{2}+\cdots
\end{array}\right.
$$

where $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are $n$-dependent with formulas given in (5.6) and (5.10), respectively. We should mention that $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$ is called the base term of the pattern, and the pattern shape and its amplitude are determined primarily by the leading term $\left(u_{1}, v_{1}\right)$ when $\varepsilon$ is small. Note that this leading term happens to have the wave mode $n$; see (5.6). Therefore we also refer to $n$ as the principal wave mode of the solution $\left(u_{n}^{*}, v_{n}^{*}\right)$.

Remark 5.1. When the interval length $l$ is sufficiently small, we have

$$
\begin{equation*}
\chi_{0}(n)=\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}} \sim \frac{d_{1} d_{2}}{\alpha u_{c}\left(1-u_{c}\right)}\left(\frac{n \pi}{l}\right)^{2} \quad \text { for fixed } n=1,2, \ldots \tag{5.15}
\end{equation*}
$$

Then $\chi_{0}(n)$ attains minimal value when $n=n_{0}=1$. This means that the first bifurcation gives rise to a pattern with the principal wave mode $n_{0}=1$ when $l$ is sufficiently small. Numerical simulations shown later in the paper also confirm this assertion. In the next subsection, we will show that the small amplitude steady states $\left(u_{n}^{*}, v_{n}^{*}\right)$ are unstable if $n \neq n_{0}$, and it provides a selection mechanism of the principal wave mode for the volume-filling chemotaxis model.

Remark 5.2. We now give a relationship between $\chi_{\min }$ and $\chi_{c}$. Since

$$
\begin{aligned}
\chi_{\min } & =\chi_{0}\left(n_{0}\right)=\frac{\left(d_{1}\left(\frac{n_{0} \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n_{0} \pi}{l}\right)^{2}} \\
& =\frac{1}{\alpha u_{c}\left(1-u_{c}\right)}\left[d_{1} \beta+d_{2} \mu+d_{1} d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}+\beta \mu\left(\frac{n_{0} \pi}{l}\right)^{-2}\right]
\end{aligned}
$$

it is easy to see that

$$
\chi_{\min } \geq \frac{d_{1} \beta+\mu d_{2}+2 \sqrt{d_{1} d_{2} \mu \beta}}{\alpha u_{c}\left(1-u_{c}\right)}=\chi_{c}
$$

where " $=$ " holds if and only if

$$
\begin{equation*}
n_{0}=\left(\frac{\mu \beta}{d_{1} d_{2}}\right)^{\frac{1}{4}} \frac{l}{\pi} \tag{5.16}
\end{equation*}
$$

is a positive integer and $\chi_{0}(n)$ attains its minimum at $n=n_{0}$. This means that the first bifurcation value $\chi_{\min }$ is usually greater than the critical value $\chi_{c}$ given in (3.19).
5.2. Stability analysis and selection mechanism. Now we are ready to find the stability of the pattern solution $\left(u_{n}^{*}, v_{n}^{*}\right)$, bifurcated from the positive constant steady state, by estimating the sign of the principal eigenvalue.

For (5.1), set

$$
\left\{\begin{array}{c}
u=u_{n}^{*}+\phi e^{\lambda t}, \\
v=v_{n}^{*}+\varphi e^{\lambda t}
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\lambda=\lambda_{0}+\varepsilon \lambda_{1}+\varepsilon^{2} \lambda_{2}+\cdots \\
\phi=\phi_{0}+\varepsilon \phi_{1}+\cdots \\
\varphi=\varphi_{0}+\varepsilon \varphi_{1}+\cdots
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
u_{n}^{*}=u_{c}+\varepsilon u_{1}+\varepsilon^{2} u_{2}+\cdots \\
v_{n}^{*}=\frac{\alpha}{\beta} u_{c}+\varepsilon v_{1}+\varepsilon^{2} v_{2}+\cdots \\
\chi=\chi_{0}(n)+\varepsilon \chi_{1}(n)+\varepsilon^{2} \chi_{2}(n)+\cdots
\end{array}\right.
$$

After substitution into (5.1), we first obtain a system by equating the $O(1)$ terms:

$$
\left\{\begin{array}{l}
d_{1} \phi_{0}^{\prime \prime}+\left(\frac{\chi_{0}(n) g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) \phi_{0}-\frac{\chi_{0}(n) g\left(u_{c}\right) \beta}{d_{2}} \varphi_{0}=\lambda_{0} \phi_{0}+\lambda_{0} \frac{\chi_{0}(n) g\left(u_{c}\right)}{d_{2}} \varphi_{0}, \quad x \in(0, l),  \tag{5.17}\\
d_{2} \varphi_{0}^{\prime \prime}+\alpha \phi_{0}-\beta \varphi_{0}=\lambda_{0} \varphi_{0}, \quad x \in(0, l) \\
\phi_{0}^{\prime}(0)=\phi_{0}^{\prime}(l)=0 \\
\varphi_{0}^{\prime}(0)=\varphi_{0}^{\prime}(l)=0
\end{array}\right.
$$

The sign of $\lambda_{0}$ determines the stability of the stationary solution $\left(u_{n}^{*}, v_{n}^{*}\right)$. To solve the eigenvalue problem (5.17), we can use (2.3) and (3.29) to replace ( $\phi_{0}^{\prime \prime}, \varphi_{0}^{\prime \prime}$ ) by $-\left(\frac{m \pi}{l}\right)^{2}\left(\phi_{0}, \varphi_{0}\right)$ for some integer $m \geq 0$. The existence of nonzero solution $\left(\phi_{0}, \varphi_{0}\right)$ gives an equation for $\lambda_{0}$ :

$$
\begin{equation*}
\lambda_{0}^{2}+\left(d_{1}\left(\frac{m \pi}{l}\right)^{2}+d_{2}\left(\frac{m \pi}{l}\right)^{2}+\mu+\beta\right) \lambda_{0}+C=0 \tag{5.18}
\end{equation*}
$$

where

$$
C=\left(d_{1}\left(\frac{m \pi}{l}\right)^{2}+\mu\right)\left(d_{2}\left(\frac{m \pi}{l}\right)^{2}+\beta\right)-\chi_{0}(n) g\left(u_{c}\right) \alpha\left(\frac{m \pi}{l}\right)^{2}
$$

and $\chi_{0}(n)$ is given by (5.7).
When $n \neq n_{0}$, we have $\chi_{0} \neq \chi_{\text {min }}$ and thus there exists an integer $m=n_{0}$ so that $C<0$. As such, (5.18) has a positive root $\lambda_{0}>0$. Therefore, we have the following result, which gives a necessary condition for the stability of $\left(u_{n}^{*}, v_{n}^{*}\right)$.

ReSult 5.1 (stability criterion). When $n \neq n_{0}$, we have $\chi_{0}(n) \neq \chi_{\min }$ and the steady state $\left(u_{n}^{*}, v_{n}^{*}\right)$ in (5.2) is unstable. In other words, if $\left(u_{n}^{*}, v_{n}^{*}\right)$ is stable, then $n=n_{0}$.

Next, when $n=n_{0}$, we have $\chi_{0}(n)=\chi_{\text {min }}$. It is easy to know that the principal eigenvalue for (5.17) is $\lambda_{0}=0$ with eigenvector

$$
\left(\phi_{0}, \varphi_{0}\right)=\left(\frac{\beta+d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}}{\alpha} \cos \left(\frac{n_{0} \pi}{l} x\right), \cos \left(\frac{n_{0} \pi}{l} x\right)\right)
$$

We then work on $\lambda_{1}$ and $\lambda_{2}$ to obtain the stability of $\left(u_{n_{0}}^{*}, v_{n_{0}}^{*}\right)$. A further similar computation by equating the $O(\varepsilon)$ and $O\left(\varepsilon^{2}\right)$ terms, respectively, gives two systems: (5.19)

$$
\left\{\begin{array}{l}
d_{1} \phi_{1}^{\prime \prime}+\left(\frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) \phi_{1}-\frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right) \beta}{d_{2}} \varphi_{1}=\lambda_{1} \phi_{0}+\lambda_{1} \frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right)}{d_{2}} \varphi_{0}+G_{1} \\
d_{2} \varphi_{1}^{\prime \prime}+\alpha \phi_{1}-\beta \varphi_{1}=\lambda_{1} \varphi_{0} \\
\phi_{1}^{\prime}(0)=\phi_{1}^{\prime}(l)=0 \\
\varphi_{1}^{\prime}(0)=\varphi_{1}^{\prime}(l)=0
\end{array}\right.
$$

and
(5.20)

$$
\left\{\begin{array}{l}
d_{1} \phi_{2}^{\prime \prime}+\left(\frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right) \alpha}{d_{2}}-\mu\right) \phi_{2}-\frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right) \beta}{d_{2}} \varphi_{2}=\lambda_{2} \phi_{0}+\lambda_{2} \frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right)}{d_{2}} \varphi_{0}+G_{2} \\
d_{2} \varphi_{2}^{\prime \prime}+\alpha \phi_{2}-\beta \varphi_{2}=\lambda_{2} \varphi_{0} \\
\phi_{1}^{\prime}(0)=\phi_{1}^{\prime}(l)=0 \\
\varphi_{1}^{\prime}(0)=\varphi_{1}^{\prime}(l)=0
\end{array}\right.
$$

where

$$
G_{1}=\chi_{0}\left(n_{0}\right)\left[g^{\prime}\left(u_{c}\right) u_{1} \varphi_{0}^{\prime}\right]^{\prime}+\chi_{0}\left(n_{0}\right)\left[g^{\prime}\left(u_{c}\right) v_{1}^{\prime} \phi_{0}\right]^{\prime}+\chi_{1}\left(n_{0}\right) g\left(u_{c}\right) \varphi_{0}^{\prime \prime}-\mu f^{\prime \prime}\left(u_{c}\right) u_{1} \phi_{0}
$$

and

$$
\begin{aligned}
G_{2}= & \chi_{0}\left(n_{0}\right) g^{\prime}\left(u_{c}\right)\left[v_{1}^{\prime} \phi_{1}+v_{2}^{\prime} \phi_{0}+u_{1} \varphi_{1}^{\prime}+u_{2} \varphi_{0}^{\prime}\right]^{\prime} \\
& +\chi_{0}\left(n_{0}\right) g^{\prime \prime}\left(u_{c}\right)\left[u_{1} v_{1}^{\prime} \phi_{0}+\frac{1}{2} u_{1}^{2} \varphi_{0}^{\prime}\right]^{\prime}+\chi_{2}\left(n_{0}\right) g\left(u_{c}\right) \varphi_{0}^{\prime \prime} \\
& -\mu f^{\prime \prime}\left(u_{c}\right) u_{1} \phi_{1}-\mu\left[f^{\prime \prime}\left(u_{c}\right) u_{2}+\frac{f^{\prime \prime \prime}\left(u_{c}\right)}{2} u_{1}^{2}\right] \phi_{0}
\end{aligned}
$$

Thus, for (5.19), the solvability condition gives

$$
\int_{0}^{l}\left(\lambda_{1} \phi_{0}+\lambda_{1} \frac{\chi_{0} g\left(u_{c}\right)}{d_{2}} \varphi_{0}+G_{1}\right) x_{2} d x+\int_{0}^{l} \lambda_{1} \varphi_{0} y_{2} d x=0
$$

where $\left(x_{2}, y_{2}\right)$ is given in (5.9) with $n=n_{0}$. Therefore, we have

$$
\lambda_{1}=\frac{-\int_{0}^{l} G_{1} x_{2} d x}{\int_{0}^{l}\left(\phi_{0} x_{2}+\frac{\chi_{0}\left(n_{0}\right) g\left(u_{c}\right)}{d_{2}} \varphi_{0} x_{2}+\varphi_{0} y_{2}\right) d x}
$$

where

$$
\begin{align*}
\int_{0}^{l}\left(\phi_{0} x_{2}+\frac{\chi_{0} g\left(u_{c}\right)}{d_{2}} \varphi_{0} x_{2}+\varphi_{0} y_{2}\right) d x & =l\left(1-\frac{\beta+d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}}{\beta}-\frac{d_{2}\left(\beta+d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}\right)^{2}}{\chi_{0} g\left(u_{c}\right) \alpha \beta}\right) \\
& =-\frac{d_{2}\left(n_{0} \pi\right)^{2} l}{\beta}\left(1+\frac{\beta+d_{2}\left(\frac{n_{0} \pi}{l}\right)^{2}}{\mu+d_{1}\left(\frac{n_{0} \pi}{l}\right)^{2}}\right)<0 . \tag{5.21}
\end{align*}
$$

A direct calculation yields

$$
\int_{0}^{l} G_{1} x_{2} d x=0
$$

and hence

$$
\lambda_{1}=0 .
$$

Now we need to compute $\lambda_{2}$. Since $G_{1}$ can be simplified as

$$
\begin{aligned}
G_{1}= & -\frac{1}{2} \mu f^{\prime \prime}\left(\mu_{c}\right) c_{1}^{2}\left(n_{0}\right) \\
& -\left[2\left(\frac{n_{0} \pi}{l}\right)^{2} \chi_{0}\left(n_{0}\right) g^{\prime}\left(u_{c}\right) c_{1}\left(n_{0}\right)+\frac{1}{2} \mu f^{\prime \prime}\left(\mu_{c}\right) c_{1}^{2}\left(n_{0}\right)\right] \cos \left(\frac{2 n_{0} \pi}{l} x\right),
\end{aligned}
$$

with a straightforward computation, we have a particular solution $\left(\phi_{1}, \varphi_{1}\right)$ for (5.19) as

$$
\left\{\begin{array}{l}
\phi_{1}=\bar{a}_{1}+\bar{a}_{2} \cos \left(\frac{2 n_{0} \pi}{l} x\right), \\
\varphi_{1}=\bar{a}_{3}+\bar{a}_{4} \cos \left(\frac{2 n_{0} \pi}{l} x\right),
\end{array}\right.
$$

where

$$
\bar{a}_{i}=2 a_{i}\left(n_{0}\right), \quad n=1,2,3,4,
$$

with $a_{1}, a_{2}, a_{3}, a_{4}$ defined in (5.11). Similarly, for (5.20), the solvability condition gives

$$
\begin{equation*}
\lambda_{2}=\frac{-\int_{0}^{l} G_{2} x_{2} d x}{\int_{0}^{l}\left(\phi_{0} x_{2}+\frac{\chi_{0} g\left(u_{c}\right)}{d_{2}} \varphi_{0} x_{2}+\varphi_{0} y_{2}\right) d x}, \tag{5.22}
\end{equation*}
$$

where

$$
\begin{aligned}
\int_{0}^{l} G_{2} x_{2} d x=l c_{2}\{ & -\left(\frac{n_{0} \pi}{l}\right)^{2} \chi_{0}\left(n_{0}\right) g^{\prime}\left(u_{c}\right)\left[\frac{3 a_{1}}{2}-\frac{3 a_{2}}{4}+\frac{3 c_{1} a_{4}}{2}\right] \\
& -\frac{3}{16}\left(\frac{n_{0} \pi}{l}\right)^{2} \chi_{0}\left(n_{0}\right) g^{\prime \prime}\left(u_{c}\right) c_{1}^{2} \\
& \left.-\frac{1}{2} g\left(u_{c}\right)\left(\frac{n_{0} \pi}{l}\right)^{2} \chi_{2}\left(n_{0}\right)-\mu f^{\prime \prime}\left(u_{c}\right) c_{1}\left[\frac{3 a_{1}}{2}+\frac{3 a_{2}}{4}\right]\right\} .
\end{aligned}
$$

The sign of $\lambda_{2}$ in (5.22) determines the stability of pattern $\left(u_{n_{0}}^{*}, v_{n_{0}}^{*}\right)$. Since the denominator of (5.22) is negative (see (5.21)), the stability of the pattern solution $\left(u_{n_{0}}^{*}, v_{n_{0}}^{*}\right)$ actually depends on the sign of numerator $\int_{0}^{l} G_{2} x_{2} d x$.

In the special case when $u_{c}=\frac{1}{2}$, then $g^{\prime}\left(u_{c}\right)=0$. Thus we have

$$
I_{0}=\int_{0}^{l} G_{2} x_{2} d x=l c_{2} c_{1}^{3}\left\{d_{1}\left(\frac{n_{0} \pi}{l}\right)^{2}-3 \mu-\frac{2 \mu^{2}\left[\beta+d_{2}\left(\frac{2 n_{0} \pi}{l}\right)^{2}\right]}{12 d_{1} d_{2}\left(\frac{n_{0} \pi}{l}\right)^{4}-3 \mu \beta}\right\},
$$

where (5.14) has been used. Thus we have the following result.
Result 5.2 (selection of principal wave modes). Let $n_{0}>0$ be an integer at which $\chi_{0}(n)$ attains its minimum, namely, $\chi_{\min }=\chi_{0}\left(n_{0}\right)$. Then the small-amplitude steady state ( $u_{n}^{*}, v_{n}^{*}$ ) is stable if $n=n_{0}$ and

$$
I=\int_{0}^{l} G_{2} x_{2} d x<0 .
$$

Furthermore, if $u_{c}=\frac{1}{2}$, then the small-amplitude steady state $\left(u_{n}^{*}, v_{n}^{*}\right)$ is stable if and only if $n=n_{0}$ and $I_{0}<0$ (which is ensured if $\mu$ is small).

Other than the bifurcation location $\chi_{n_{0}}$, all the bifurcated stationary solutions $\left(u_{n}^{*}, v_{n}^{*}\right)$ are unstable. The bifurcated pattern $\left(u_{n_{0}}^{*}, v_{n_{0}}^{*}\right)$ can be stable only at the location $\chi_{n_{0}}$, and it happens to have $n_{0}$ as its principal wave mode in its asymptotic expansions. Therefore the two main results derived in this section explain the selection of principal wave modes of the small amplitude patterns in the evolution of the volume-filling chemotaxis model. Next we shall sketch part of the bifurcation branches. Assume $d_{1}=0.3, d_{2}=1, \mu=0.5, \alpha=10, \beta=10, l=10$, and $u_{c}=\frac{1}{2}$. It is easy to get

$$
\begin{gathered}
\chi_{c}=2.3798<\chi_{\min }=\chi_{0}(6)=2.38926 \\
\chi_{0}(7)=2.39389, \quad \chi_{0}(8)=2.47461, \quad \chi_{0}(9)=2.6095
\end{gathered}
$$

and

$$
\chi_{2}(6)=-2.331, \quad \chi_{2}(7)=-0.705, \quad \chi_{2}(8)=0.709, \quad \chi_{2}(9)=2.334
$$

As such, the indication of four bifurcation branches when $\chi$ nears four locations $\chi_{0}(n), n=6,7,8$, and 9 , is drawn in Figure 1. It is worthwhile to mention that the first bifurcation at $\chi_{0}(6)$ is backwards and such a kind of bifurcation was also previously found in [26] for the volume-filling chemotaxis model (1.1) without cell growth (i.e., $\mu=0$ ).


Fig. 1. Bifurcation diagram: $\chi_{\min }=\chi_{0}(6)$. The solid branch means a stable pattern, and the dotted branches mean unstable pattern solutions.
5.3. Steady state with large amplitude. We finally make a remark about the existence of a nonconstant steady state with large amplitude.

We assume the existence of this type of steady state in a long interval $[0, k]$. Set

$$
x=k y
$$

After this scaling, system (3.28) reads as

$$
\left\{\begin{array}{l}
0=d_{1} \frac{1}{k^{2}} \frac{d^{2} u}{d y^{2}}-\frac{\chi}{k^{2}} \frac{d}{d y}\left(u(1-u) \frac{d v}{d y}\right)+\mu u\left(1-u / u_{c}\right), \quad y \in(0,1) \\
0=d_{2} \frac{1}{k^{2}} \frac{d^{2} v}{d y^{2}}+\alpha u-\beta v, \quad y \in(0,1) \\
u^{\prime}(0)=u^{\prime}(1)=0 \\
v^{\prime}(0)=v^{\prime}(1)=0
\end{array}\right.
$$

When $k$ is large and $\chi=O\left(k^{2}\right)$, the leading term equation of $(u, v)$ is given by

$$
\left\{\begin{array}{l}
0=-\frac{\chi}{k^{2}} \frac{d}{d y}\left(u(1-u) \frac{d v}{d y}\right)+\mu u\left(1-u / u_{c}\right) \\
0=\alpha u-\beta v \\
u^{\prime}(0)=u^{\prime}(1)=0 \\
v^{\prime}(0)=v^{\prime}(1)=0
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
0=-\frac{\chi}{k^{2}}\left(\frac{\alpha}{\beta} u(1-u) u^{\prime}\right)^{\prime}+\mu u\left(1-u / u_{c}\right)  \tag{5.23}\\
u^{\prime}(0)=u^{\prime}(1)=0
\end{array}\right.
$$

Let

$$
\begin{equation*}
W=\int_{0}^{u} s(1-s) d s=\frac{u^{2}}{2}-\frac{u^{3}}{3}, \quad W_{c}=\frac{u_{c}^{2}}{2}-\frac{u_{c}^{3}}{3} \tag{5.24}
\end{equation*}
$$

When $u$ is in the interval $[0,1], W(u)$ is an increasing function and this defines an inverse function $u(W)$. From (5.24), we get

$$
W^{\prime}(x)=u(1-u) u^{\prime}
$$

and system (5.23) becomes

$$
\left\{\begin{array}{l}
W^{\prime \prime}-\frac{\mu k^{2} \beta}{\chi \alpha} u(W)\left(1-\frac{u(W)}{u_{c}}\right)=0  \tag{5.25}\\
W^{\prime}(0)=W^{\prime}(1)=0
\end{array}\right.
$$

Set $Q(W)=\frac{\mu k^{2} \beta}{\chi \alpha} u(W)\left(1-\frac{u(W)}{u_{c}}\right)$. We have $Q(0)=Q\left(W_{c}\right)=0, Q(x)>0$ for $x \in\left(0, W_{c}\right)$, and

$$
Q(W) \sim \sqrt{2} \sqrt{W} \quad \text { as } \quad W \rightarrow 0
$$

A standard phase plane analysis on equation

$$
W^{\prime \prime}-Q(W)=0
$$

can give rise to solutions with large amplitudes to (5.25). Once we have the solution $W$, the inverse transform $u(W)$ can give the solution $u$, which also has large amplitude. This explains the existence of stationary solution $(u, v)$ with large amplitude. Since the formula of this solution is unknown, theoretical analysis of the stability of this solution is still a challenging problem which has to be left open.


FIg. 2. Pattern formation of the volume-filling model (1.1)-(1.3) in a one-dimensional small domain $\Omega=(0,0.5)$ for different initial data which are small perturbations of the spatially homogeneous steady state $\left(u_{c}, \frac{\alpha}{\beta} u_{c}\right)$, where parameter values are $d_{1}=0.1, d_{2}=1, \mu=1, u_{c}=0.5, \alpha=$ $1, \beta=1, \chi=50$. The respective initial conditions are (a) $u_{0}=0.5, v_{0}=0.6$; (b) $u_{0}=v_{0}=$ $0.5+0.1 \cos (2 \pi(0.25-x))$; (c) $u_{0}=v_{0}=0.5+0.1 \cos (2 \pi x)$; (d) $u_{0}=v_{0}=0.5+0.1 \cos (2 \pi(x-0.5))$.
6. Numerical simulation of spatial patterns. In this section, we show the numerical simulations of model (1.1)-(1.3) in one- and two-dimensional spaces to illustrate our theoretical results and demonstrate the patterns generated by the system. In Figure 2, we simulate the full nonlinear model (1.1)-(1.3) in a small domain for different initial conditions, where we obtain the stationary spatial patterns with cell aggregates at the boundary. There exist two spatial patterns $u_{1}(x)$ and $u_{2}(x)$ which are symmetrical in the relation $u_{2}(x)=u_{1}(l-x)$ (see Figure 2(c), (d)), a fact that can be seen from (3.28) directly. As shown in section 5 , the unstable wave numbers are discrete values $k=\frac{n \pi}{l}, n=1,2, \ldots$, where the wave mode $n$, which corresponds to the spatial mode function $\cos \left(\frac{n \pi x}{l}\right)$, determines the number of aggregates and satisfies $k_{1}<\frac{n \pi}{l}<k_{2}$. A simple calculation based on the parameter values given in Figure 2 yields $k_{1}=0.2963, k_{2}=10.673$. So the wave mode when $l=0.5$ is $n=1$, which corresponds to a single boundary aggregate, as shown in Figure 2. Moreover, since the domain is small so that $n=1$ corresponds to the first bifurcation location of the chemotactic coefficient (see Remark 5.1), the stationary patterns are stable by Result 5.2 , which is exactly confirmed by our numerical simulations. In this simulation, we should also mention that when the domain size is small, the first location of a bifurcation parameter becomes large (see (5.15)) so that $\chi_{\min }=\chi_{0}(1)=20.3$ and $\chi_{0}(2)=67.60$. Our choice $\chi=50$ is between these values. In Figure 3, we increase the domain length and find that patterns may change dramatically when the parameter $\chi$ is far away from the first bifurcation value $\chi_{\text {min }}$. There are several findings in Figure 3: (1) The number of cell aggregations increases as the domain length increases. (2) When the domain is large, there is a persistent patterning process of merging (two neighboring aggregates join to form a new single aggregate with a larger interval of low cell density) and emerging (a new aggregate develops from a region of low cell density). Such a patterning process is called "coarsening process" in [22].


FIG. 3. Pattern formation of the volume-filling model (1.1)-(1.3) in one-dimensional domains of different lengths, where initial conditions $u_{0}=0.5, v_{0}=0.6$ are taken to be a small uniform perturbation of the spatially homogeneous steady state and parameter values are $d_{1}=0.1, d_{2}=$ $1, \mu=1, u_{c}=0.5, \alpha=1, \beta=1, \chi=50$.

For a small domain, there is no coarsening process. A similar patterning behavior regarding the domain size has been numerically demonstrated in a recent paper by Painter and Hillen [23] for a chemotaxis model without a volume-filling effect. For fixed parameter values, the wave numbers $k_{1}$ and $k_{2}$ are fixed and the unstable wave modes $n$ satisfy

$$
\begin{equation*}
\frac{k_{1} l}{\pi}<n<\frac{k_{2} l}{\pi} \tag{6.1}
\end{equation*}
$$

Clearly the range of modes $n$ increases with respect to the domain length $l$. Hence more unstable modes (i.e., aggregates) arise as the domain is elongated. Eventually the unstable spatial modes overlap and the interaction of unstable spatial modes leads to irregular spatial patterns. This indicates that the complex spatial patterns arise only if the domain length is large in the case when other parameters are fixed, as shown by the sequential simulations in Figure 3. It is worthwhile to point out that the critical domain length of emerging patterns was studied by Painter and Hillen [23].

Figure 3 shows that the spatial patterns become intricate and tend to be unstable as the domain length increases when $\chi$ is far away from $\chi_{\text {min }}$. Typically the dynamics exhibits a chaotic behavior of alternating merging and emerging processes; see the last two pictures of Figure 3. However, if we choose the parameter $\chi$ close to the first bifurcation location $\chi_{\min }$, the evolution of patterns appears to be stationary; see Figure 4(a). When the parameter $\chi$ is close (or mildly close) to the first bifurcation value $\chi_{\text {min }}$, the stationary wave amplitudes are small due to weak chemotactic strength. Using the parameter values for numerical simulation in Figure 4, we can calculate that when $n_{0}=13, \chi_{0}$ obtains its minimum value $\chi_{0}\left(n_{0}\right)=2.3800$, which is greater than the critical number $\chi_{c}=2.3798$. Since the profiles of stationary pattern solutions are approximated by (5.2) and (5.6), there are six peaks (boundary peak counts as a half peak) and six wells, as shown in Figure 4(c). Hence there will be six visible stable peaks (or aggregates), as shown in Figure $4(\mathrm{a})$. The simulation in Figure $4(\mathrm{a})$ is also consistent with our main results in Theorem 3.10. Indeed, by the parameter values chosen in Figure 4(a), we have that $5=\chi>\chi_{c}=2.3798$, which satisfies condition (i) of Theorem 3.10. Furthermore, according to the formulas in (3.20), we have $\overline{\lambda_{1}}(\chi)=0.7525$ and $\overline{\lambda_{2}}(\chi)=5.4253$. It is easy to verify that we can find $15=n>n_{1}=6$ such that $\overline{\lambda_{1}}(\chi) \in\left(\lambda_{6}, \lambda_{7}\right)$ and


FIG. 4. Stationary patterns of the volume-filling model (1.1)-(1.3) for large domain $\Omega=(0,20)$, where initial data $u_{0}=v_{0}=0.6$ and parameter values are chosen as follows: $d_{1}=0.3, d_{2}=1, \mu=$ $0.5, u_{c}=0.5, \alpha=10, \beta=10, \chi=5$.
$\overline{\lambda_{2}}(\chi) \in\left(\lambda_{15}, \lambda_{16}\right)$. Hence condition (ii) of Theorem 3.10 is fulfilled. By calculating $\frac{\mu l^{2}}{d_{1} \pi^{2}}=67.5475$, which is not an integer, condition (iii) of Theorem 3.10 is satisfied. Finally $\sum_{i=n_{1}+1}^{n} \operatorname{dim} E\left(\lambda_{i}\right)=n-n_{1}=15-6=9$ is odd, which verifies condition (iv) of Theorem 3.10. Hence, by Theorem 3.10, there exists a nonconstant stationary solution (or pattern) as given in Figure 4(a). Moreover, Figure 4(b) plots the stable solution profile $u$ shown in Figure 4(a) to compare with the analytical approximate pattern in Figure 4(c), where there exist some variations in shape since the simulation in Figure 4(c) ignores the higher order terms. However, the number of stable aggregates, which is the most interesting component, is precisely predicted by Result 5.2.

Next we explore the numerical spatial patterns in two-dimensional domains. Figure 5 shows the spatio-temporal pattern at different time steps in a small domain $\Omega=(0,2) \times(0,2)$, which exhibits a patterning process similar to the one-dimensional case. The stationary aggregations eventually locate on the boundary, precisely on the part of the boundary with the largest curvature (i.e., the corners of the rectangle). There is no coarsening process occurring for the small domain. Similar to the one-dimensional case, the pattern becomes intricate as the domain size increases, as shown in Figure 6, where we simulate the model in a two-dimensional large domain $\Omega=(0,20) \times(0,20)$ and observe the complex merging and emerging processes of pattern formation.

Finally we remark that the stationary solution amplitudes shown in the above numerical simulations might not be small enough to comply with the requirement for the linear stability analysis given in section 5 . In this case, the numerical simulations are indeed beyond our analytical results and may make predictions for the large amplitude stationary solutions for which nonlinear stability analysis is needed to determine the stability criteria.
7. Summary and discussion. In this paper, we derive the sufficient conditions for the existence of stationary solutions of a volume-filling chemotaxis model with logistic growth under zero flux boundary conditions; see Theorem 3.10. The partial conditions of Theorem 3.10 coincide with the conditions of pattern formations derived by the linear stability analysis given in section 4 ; see also Proposition 4.1. By


Fig. 5. Stationary spatial patterns of the volume-filling model (1.1)-(1.3) on a two-dimensional small domain $\Omega=(0,2) \times(0,2)$, where parameter values are $d_{1}=0.1, d_{2}=1, \mu=1, u_{c}=0.5, \alpha=$ $1, \beta=1, \chi=50$. The initial conditions are set as a small perturbation of the homogeneous steady state, where $u_{0}=v_{0}=0.5+0.1 \cos (\pi x / 2) \cos (\pi y / 2)$.


FIG. 6. Pattern formation of the volume-filling model (1.1)-(1.3) on a two-dimensional large domain $\Omega=(0,20) \times(0,20)$, where parameter values are $d_{1}=0.1, d_{2}=1, \mu=1, u_{c}=0.5, \alpha=$ $1, \beta=1, \chi=20$. The initial conditions are $u_{0}=0.5, v_{0}=0.6$. The red dots (or, rods) mean the aggregation of cells where cell density is higher than the blue area; see the color bar. Color is available only in the online version.
bifurcation analysis, we find the approximate stationary pattern solutions with small amplitudes and identify the stability/instability conditions for them. The numerical simulations are performed, which explain some of our analytical results and exhibit a variety of interesting patterns. Strikingly, for the dynamical evolution of solutions to stationary patterns, we employ asymptotic analysis to find a necessary stability condition (see Result 5.1) and provide a selection mechanism of the principal wave modes for stable stationary patterns (see Result 5.2). Precisely speaking, if the stationary pattern solution is stable, then its principal wave mode $n$ must be a positive integer $n_{0}$ at which the quantity

$$
\chi_{0}(n)=\frac{\left(d_{1}\left(\frac{n \pi}{l}\right)^{2}+\mu\right)\left(\beta+d_{2}\left(\frac{n \pi}{l}\right)^{2}\right)}{\alpha u_{c}\left(1-u_{c}\right)\left(\frac{n \pi}{l}\right)^{2}}, \quad n=1,2, \ldots,
$$

is minimized. These results provide an easy way to predict the solution profile and manage to explain the occurrence of stationary patterns and the number of aggregates in our numerical simulations as long as the parameter $\chi$ is close to the first bifurcation value $\chi_{\min }$. We want to point out that our methods and results exhibited in the paper work not only for the volume-filling chemotaxis model but also for a class of chemotaxis models with cell growth in which the chemosensitivity function depends on the cell density.

There are various interesting questions arising from our present analytical and numerical studies. Noticing that Theorem 3.10 is derived based on the degree index
theory, it is unclear whether or not sufficient conditions in Theorem 3.10 can be relaxed by other approaches. Moreover, when the domain length is large and the parameter values are far from the first bifurcation location, the patterns exhibit a kind of chaotic dynamics (see, e.g., Figure 3) whose mathematical mechanism is not well understood yet. While the mechanism of the emerging process in the pattern formation was identified in [23], the mathematical understanding of the merging process still remains open. All these questions, related to global bifurcation and stability analysis, are very interesting and worthwhile to pursue in the future.
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