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#### Abstract

By constructing sub and super solutions, we establish the existence of traveling wave solutions to a two-species chemotaxis model, which describes two interacting species chemotactically reacting to a chemical signal that is degraded by the two species. We identify the full parameter regime in which the traveling wave solutions exist, derive the asymptotical decay rates of traveling wave solutions at far field and show that the traveling wave solutions are convergent as the chemical diffusion coefficient goes to zero.


1. Introduction. The chemotaxis system, a well-known mathematical model to describe cell motion in response to a chemical cue, has many applications in biological systems. For instance, the propagation of traveling bands of chemotactic bacterial along a capillary tube toward the chemical energy sources consumed by the bacteria can be described by the following model proposed by Keller and Segel [13]

$$
\left\{\begin{array}{l}
u_{t}=\left[u_{x}-\chi u \phi(w)_{x}\right]_{x},  \tag{1.1}\\
w_{t}=\varepsilon w_{x x}-u
\end{array}\right.
$$

where $u(x, t)$ denotes the bacterial population densities, $w(x, t)$ the chemical concentration, $\varepsilon>0$ is the chemical diffusion coefficient, and $\chi \in \mathbb{R}$ the chemotactic coefficients measuring the strength of chemotactic interactions. The function $\phi=\phi(w)$ is the chemotactic sensitivity function describing the signalling mechanism by which bacteria response to the chemical. The model (1.1) is usually referred to as a onespecies chemotaxis model since only one species $u$ is considered in the dynamics. It was shown in [13] that if $\phi(w)=\log w$, namely the sensitivity function is logarithmic, the model (1.1) can reproduce the propagating wave bands observed in the

[^0]experiment of [1]. Subsequently the application of the logarithmic sensitivity function in chemotaxis models stimulated a large number of studies on the existence and (linear) stability of traveling wave solutions (see [3, 10, 22, 23, 24, 25, 26, 27, 28, 31] and references therein). Recently both experiments and model simulation were used in [12] to show that E. coli bacteria do sense the spatial gradient of the logarithmic ligand concentration, which in turn rationalizes the use of logarithmic sensitivity in previous studies. The nonlinear stability of traveling wave solutions to a onespecies chemotaxis model with logarithmic sensitivity and exponential consumption for the chemical (i.e. replacing the term $-u$ in (1.1) by $-u w$ ) was established by the method of energy estimates in [11, 18, 20], and a generalization in [19] for the chemical consumption function.

Situations where the two populations react to one single chemical signal have been described experimentally in $[14,16,21]$ and mathematically in $[4,7,8,17,29,32]$. Recently a wide class of multi-species chemotaxis models and their mathematical properties have been discussed in [9] where, however, the traveling wave solution was not discussed. In the present paper, we shall study the traveling wave solutions of the following two interacting species chemotaxis model

$$
\left\{\begin{array}{l}
u_{t}=\left[u_{x}-\chi_{1} u \phi(w)_{x}+\beta u \phi(v)_{x}\right]_{x}  \tag{1.2}\\
v_{t}=\left[v_{x}-\chi_{2} v \phi(w)_{x}+\beta v \phi(u)_{x}\right]_{x} \\
w_{t}=\varepsilon w_{x x}-(u+v)
\end{array}\right.
$$

where $u(x, t), v(x, t)$ denote the two interacting cell population densities and $w(x, t)$ the chemical concentration. Besides, $\chi_{1}, \chi_{2}, \beta \in \mathbb{R}$ denote the chemotactic coefficients, $\varepsilon>0$ is the chemical diffusion coefficient, and $\phi$ is the chemotactic sensitivity function. In particular, as $\chi_{1}<0$ and $\chi_{2}, \beta>0$, (1.2) becomes a particularized case of [9, equation (4.1)] where both $u$ and $v$ consume $w$. The relevant biological background can be found in [9]. The interactions of $u, v$ and $w$ are governed by the coupling constants $\chi_{1}, \chi_{2}$ and $\beta$ in (1.2). The sign of $\chi_{1}, \chi_{2}$ and $\beta$ determines the chemotactic interaction (either attraction or repulsion) of pairs $(u, w),(v, w)$ and $(u, v)$, respectively. The details are listed as follows:
$\chi_{1}>0\left(\right.$ or $\left.\chi_{1}<0\right): u$ is attracted (or repelled) by $w$;
$\chi_{2}>0\left(\right.$ or $\left.\chi_{2}<0\right): v$ is attracted (or repelled) by $w$;
$\beta>0$ (or $\beta<0$ ): $u$ and $v$ are repelled (attracted) each other;
$\beta=0: u$ and $v$ have no mutual chemotactic interaction.
The main goal of this paper is to find under what conditions on parameters $\chi_{1}, \chi_{2}, \beta$, the traveling wave solutions of (1.2) with logarithmic sensitivity $\phi(w)=\ln w$ exist for $(x, t) \in \mathbb{R} \times[0, \infty)$. It would be natural to believe that the existence of traveling wave solutions of (1.2) may be affected by the sign of $\chi_{1}, \chi_{2}$ and $\beta$. Indeed in this paper we shall show that the sign conditions of $\chi_{1}, \chi_{2}$ and $\beta$ are not sufficient to guarantee the existence of traveling wave solutions, and the traveling wave solutions exist only for the parameters in certain parameter regimes (see Theorem 2.1) plotted in Fig. 1 which gives the regions of $\left(\chi_{1}, \chi_{2}\right)$ for $-1<\beta \neq 1$. When $\beta=1$, traveling wave solutions exist if $\chi_{1}=\chi_{2} \geq 2$, see Theorem 2.2.

Due to the high dimensionality of the traveling wave system of ordinary differential equations (ODEs) corresponding to the chemotaxis model, the study of traveling wave solutions to the two-species chemotaxis model (1.2) faces much greater challenges than one-species models in general. In this paper, taking advantage of logarithmic sensitivity which may reduce the dimensionality of the system and employing the sub and super solution method, we are able to establish the existence


Figure 1. Numerical plots of parameter Region I in which the traveling wave solutions exist.
and asymptotic behavior of traveling wave solutions to the two-species chemotaxis model (1.2). Furthermore we may extend the idea of [23, 30] for one-species model to two species model (1.2) and obtain the $\varepsilon$-convergence of traveling wave solutions using the fact that the wave speed is independent of the chemical diffusion rate $\varepsilon$.

The rest of this paper is organized as follows. In section 2, main results of this paper are stated. In section 3, we establish several key Theorems which will be essentially used in section 4 where we prove our main results and identify the explicit parameter regimes in which traveling wave solutions exist. Finally we establish the $\varepsilon$-convergence of traveling wave solutions in section 5 .
2. Statement of main results. Integrating the first two equations of (1.2) yields the conservation of mass of $u$ and $v$, namely

$$
\begin{equation*}
\int_{\mathbb{R}} u(x, t) d x=\int_{\mathbb{R}} u_{0}(x) d x=: N_{1}, \int_{\mathbb{R}} v(x, t) d x=\int_{\mathbb{R}} v_{0}(x) d x=: N_{2} \tag{2.1}
\end{equation*}
$$

where $N_{1}, N_{2}$ are prescribed positive numbers denoting the cell mass of $u$ and $v$, respectively. This requires $u( \pm \infty)=v( \pm \infty)=0$. Hence the traveling wave solution of (1.2) in $(x, t) \in \mathbb{R} \times[0, \infty)$ is a non-constant special solution in $C^{2}(\mathbb{R})$ with ansatz

$$
(u, v, w)(x, t)=(U, V, W)(z), z=x-c t
$$

where $c$ is the wave speed and $z$ is called the wave (or moving) variable. Upon the substitution of above ansatz into (1.2), the traveling wave equations are obtained
as

$$
\left\{\begin{array}{l}
-c U^{\prime}=U^{\prime \prime}-\chi_{1}\left(U \phi^{\prime}(W)\right)^{\prime}+\beta\left(U \phi^{\prime}(V)\right)^{\prime}  \tag{2.2}\\
-c V^{\prime}=V^{\prime \prime}-\chi_{2}\left(V \phi^{\prime}(W)\right)^{\prime}+\beta\left(V \phi^{\prime}(U)\right)^{\prime} \\
-c W^{\prime}=\varepsilon W^{\prime \prime}-(U+V)
\end{array}\right.
$$

where ${ }^{\prime}=\frac{d}{d z}$. Next one needs to determine the appropriate boundary conditions for the traveling wave solutions. Since $u, v$ and $w$ denote the densities of biological species, we restrict our attention to the non-negative solution $U, V, W \geq 0$ only. Moreover the mass preservation (2.1) implies that

$$
\begin{equation*}
\int_{\mathbb{R}} U(z) d z=N_{1}, \int_{\mathbb{R}} V(z) d z=N_{2} \tag{2.3}
\end{equation*}
$$

which indicates $U( \pm \infty)=V( \pm \infty)=0$. Moreover the integration of the third equation of $(2.2)$ on $(y, z)$ yields

$$
\varepsilon\left[W^{\prime}(z)-W^{\prime}(y)\right]=\int_{y}^{z}(U+V)(\xi) d \xi-c[W(z)-W(y)]
$$

which implies that $W^{\prime}( \pm \infty)$ exists. Since $W( \pm \infty)$ exists as boundary conditions, we obtain $W^{\prime}( \pm \infty)=0$. If we write the third equation of (4.1) as $\left(e^{\frac{c}{\varepsilon} z} W^{\prime}\right)^{\prime}=$ $\frac{1}{\varepsilon} e^{\frac{c}{\varepsilon} z}(U+V)$, then the integration of above equation leads to

$$
W^{\prime}=\frac{1}{\varepsilon} e^{-\frac{c}{\varepsilon} z} \int_{-\infty}^{z} e^{\frac{c}{\varepsilon} \xi}(U+V)(\xi) d \xi>0
$$

since $U, V \geq 0$. This implies that $W(z)$ is monotone increasing if it exists. Therefore the appropriate boundary conditions for $(U, V, W)(z)$ would be:

$$
\begin{equation*}
U( \pm \infty)=V( \pm \infty)=0, W(-\infty)=0, W(\infty)=m \tag{2.4}
\end{equation*}
$$

where $m>0$ is a constant.
In the following, we adopt the convention $a(z) \sim b(z)$ as $z \rightarrow \pm \infty$ if and only if $\lim _{z \rightarrow \pm \infty} \frac{a(z)}{b(z)}$
$=c$ with $c$ being a constant. In the sequel, we shall use $C$ to denote a generic constant which may vary in the context. Then our first main result concerning the existence and asymptotical behavior of traveling wave solutions for $\beta \neq \pm 1$ is as follows.

Theorem 2.1. Let $\varepsilon \geq 0$ and $\beta^{2} \neq 1$. Denote $\lambda_{1}=\frac{\beta \chi_{2}-\chi_{1}}{\beta^{2}-1}, \lambda_{2}=\frac{\beta \chi_{1}-\chi_{2}}{\beta^{2}-1}$. Then for each $c>0$, the traveling wave solution $(U, V, W)$ to model (1.2) satisfying the boundary condition (2.4) exists if and only if $\beta>-1$ and $\min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1$. Moreover if we let $C$ denote a generic positive constant and $s=\frac{c}{\beta+1}>0$, then the traveling wave solution has the following asymptotic behavior:
(i) If $\varepsilon=0$ and $\lambda_{1}=\lambda_{2} \geq 1$, then

$$
W(z)= \begin{cases}\left(m^{1-\lambda_{2}}+\frac{C\left(\lambda_{2}-1\right)}{s} e^{-s z}\right)^{\frac{1}{1-\lambda_{2}}}, & \lambda_{1}=\lambda_{2}>1  \tag{2.5}\\ m e^{-\frac{C}{s} e^{-s z}}, & \lambda_{1}=\lambda_{2}=1\end{cases}
$$

and if $\lambda_{1}>\lambda_{2}$

$$
\begin{equation*}
W(z) \sim\left(m^{1-\lambda_{2}}+\frac{C\left(\lambda_{2}-1\right)}{s} e^{-s z}\right)^{\frac{1}{1-\lambda_{2}}}, \text { as } z \rightarrow \pm \infty \tag{2.6}
\end{equation*}
$$

(ii) If $\varepsilon>0$ and $\lambda_{1} \geq \lambda_{2} \geq 1$, then
(a) If $\lambda_{2}>1$, then

$$
\begin{align*}
& W(z) \sim e^{-\mu_{2} z}, \quad \text { as } z \rightarrow-\infty, \\
& W(z)-m \sim e^{-\frac{c}{\varepsilon} z}, \quad \text { as } z \rightarrow \infty \tag{2.7}
\end{align*}
$$

where $\mu_{2}=\frac{s}{1-\lambda_{2}}<0$.
(b) If $\lambda_{2}=1$, then

$$
\begin{align*}
& W(z) \sim e^{\left(\frac{s}{4}-\frac{c}{2 \varepsilon}\right) z-\frac{2 C}{c \sqrt{\varepsilon}} e^{-\frac{s}{2} z}}, \text { as } z \rightarrow-\infty,  \tag{2.8}\\
& W(z)-m \sim e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
\end{align*}
$$

The asymptotic behaviors of $U$ and $V$ as $z \rightarrow \pm \infty$ in case (i) and (ii) are determined by

$$
U(z) \sim e^{-s z} W(z)^{\lambda_{1}} ; \quad V(z) \sim e^{-s z} W(z)^{\lambda_{2}}
$$

Remark 1. In Theorem 2.1, we assume that $\lambda_{1} \geq \lambda_{2}$ without loss of generality. When $\lambda_{1} \leq \lambda_{2}$, the same results hold by interchanging $\lambda_{1}$ and $\lambda_{2}$ in the theorem.

Our next main result is the existence theorem of traveling wave solutions when $\beta= \pm 1$.

Theorem 2.2. Let $\phi(w)=\ln w$ and let $\varepsilon \geq 0, \beta^{2}=1$. Then the following assertions hold.
(i) If $\beta=-1$, there is no traveling wave solution to (1.2);
(ii) If $\beta=1$ and $\chi_{1} \neq \chi_{2}$, then (1.2) does not have a traveling wave solution;
(iii) If $\beta=1$ and $\chi_{1}=\chi_{2}$, then
(a) the system (1.2) has no traveling wave solution if $\chi_{1}=\chi_{2}<2$;
(b) the system (1.2) has a traveling wave solution satisfying (2.4) if $\chi_{1}=\chi_{2}=$

2 , such that the asymptotic behavior of the solution component $(U, V)$ as $z \rightarrow \pm \infty$ is given by

$$
\begin{equation*}
U(z)=V(z) \sim e^{-\frac{c}{2} z} W \tag{2.9}
\end{equation*}
$$

where the asymptotic behavior of $W$ is

$$
\begin{align*}
& W(z) \sim e^{\left(\frac{c}{8}-\frac{c}{2 \varepsilon}\right) z-\frac{2 C}{c \sqrt{\varepsilon}} e^{-\frac{c}{4} z}}, \text { as } z \rightarrow-\infty  \tag{2.10}\\
& W(z)-m \sim e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
\end{align*}
$$

(c) the system (1.2) has a solution if $\chi_{1}=\chi_{2}>2$, such that the asymptotic behavior of the solution component $(U, V)$ as $z \rightarrow \pm \infty$ is given by

$$
U(z) \sim e^{-\frac{c}{2} z} W^{\tilde{\chi}_{1}}, V(z) \sim e^{-\frac{c}{2} z} W^{\tilde{\chi}_{2}}
$$

where the asymptotic behavior of $W$ is the same as those in Theorem 2.1 by replacing $s$ with $\frac{c}{2}$ and $\left(\lambda_{1}, \lambda_{2}\right)$ with $\left(\tilde{\chi}_{1}, \tilde{\chi}_{2}\right)$, where $\left(\tilde{\chi}_{1}, \tilde{\chi}_{2}\right)$ can be arbitrarily chosen such that $\min \left\{\tilde{\chi}_{1}, \tilde{\chi}_{2}\right\} \geq 1$.

The last theorem is concerned with the convergence of traveling wave solutions as $\varepsilon \rightarrow 0$. Since the wave speed determines the wave profile, one needs to guarantee the convergence of wave speed with respect to $\varepsilon$ first. Fortunately if we integrate the third equation of $(2.2)$ over $(-\infty, \infty)$, we find the wave speed as

$$
c=\left(N_{1}+N_{2}\right) / m
$$

which is a constant depending only on cell mass $N_{1}, N_{2}$ and $m$, but independent of $\varepsilon$. This allows the possibility to prove the $\varepsilon$-convergence of traveling wave solutions. Indeed, we have the following precise result:

Theorem 2.3. Let traveling wave solutions of (1.2) be denoted by $\left(U_{\varepsilon}, V_{\varepsilon}, W_{\varepsilon}\right)$ for $\varepsilon>0$ and by $\left(U_{0}, V_{0}, W_{0}\right)$ for $\varepsilon=0$. Then for each $z \in \mathbb{R}$, it follows that

$$
\left|\left(U_{\varepsilon}, V_{\varepsilon}, W_{\varepsilon}\right)-\left(U_{0}, V_{0}, W_{0}\right)\right|=\mathcal{O}(\varepsilon), \text { as } \varepsilon \rightarrow 0
$$

3. Key theorems. In this section, we shall establish several theorems that are essential to prove our main results.

Proposition 1. Consider the problem

$$
\left\{\begin{array}{l}
\varepsilon p^{\prime \prime}+c p^{\prime}-\alpha e^{-k z} p^{\lambda}=0  \tag{3.1}\\
p(-\infty)=0, p(\infty)=\omega>0
\end{array}\right.
$$

with $\varepsilon>0$, where $p=p(z), z \in \mathbb{R}, \alpha, k, \lambda>0$ and $c \geq 0$. Then
(i) If $\lambda<1$, (3.1) does not have a solution;
(ii) If $\lambda>1$, (3.1) has a unique solution for each $c>0$ such that $p^{\prime}(z)>0$ and

$$
p(z)= \begin{cases}{\left[\left(\frac{\eta}{\alpha}\right)^{1 /(\lambda-1)}-C e^{\gamma z}\right] e^{-\mu z},} & \text { as } z \rightarrow-\infty  \tag{3.2}\\ \omega-C e^{-\frac{c}{\varepsilon} z}, & \text { as } z \rightarrow \infty\end{cases}
$$

where

$$
\mu=\frac{k}{1-\lambda}<0, \eta=\varepsilon \mu^{2}-c \mu>0, \gamma=\mu+\frac{-c+\sqrt{c^{2}+4\left(\varepsilon \mu^{2}-c \mu\right) \lambda}}{2}>0
$$

(iii) If $\lambda=1$, then for each $c>0$ (3.1) has a unique solution satisfying $p^{\prime}(z)>0$ and

$$
\begin{aligned}
& p(z) \sim e^{\left(\frac{k}{4}-\frac{c}{2 \varepsilon}\right) z-\frac{2 \sqrt{\alpha}}{c \sqrt{\varepsilon}} e^{-\frac{k}{2} z}}, \text { as } z \rightarrow-\infty \\
& p(z)-\omega \sim e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
\end{aligned}
$$

The most of results in Proposition 3.1 has been proved in [22, 30, 6]. The full proof is length and we present it in Appendix for completeness. Next we employ Proposition 1 to establish the following theorem which is the key to the proof of our main results in the next section.

Theorem 3.1. Consider the problem

$$
\left\{\begin{array}{l}
\varepsilon \phi^{\prime \prime}(z)+c \phi^{\prime}(z)=c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \phi^{\lambda_{2}}  \tag{3.3}\\
\phi(-\infty)=0, \phi(\infty)=m>0
\end{array}\right.
$$

with $\varepsilon>0$, where $c_{1}, c_{2}, s>0$ are constants and $\lambda_{1}, \lambda_{2}>0$ are parameters. If $F(z, \phi) \in L^{1}(\mathbb{R})$, where $F(z, \phi)=c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \phi^{\lambda_{2}}$, then we have
(i) If $\min \left\{\lambda_{1}, \lambda_{2}\right\}<1$, the problem (3.3) has no solution.
(ii) If $\min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1$, the problem (3.3) has a unique solution with $\phi^{\prime}>0$. Moreover if $\lambda_{1} \geq \lambda_{2} \geq 1$, then the asymptotic behavior of the solution satisfies
(a) If $\lambda_{2}>1$, then

$$
\phi(z) \sim\left\{\begin{array}{l}
\left(A_{1}+A_{2} e^{\gamma_{2} z}\right) e^{-\mu_{2} z}, \text { as } z \rightarrow-\infty  \tag{3.4}\\
m-A_{3} e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
\end{array}\right.
$$

where $A_{i}>0(i=1,2,3)$ are constants and

$$
\mu_{2}=\frac{s}{1-\lambda_{2}}<0, \gamma_{2}=\mu_{2}+\frac{-c+\sqrt{c^{2}+4\left(\mu_{2}^{2}-c \mu_{2}\right) \lambda_{2}}}{2}>0
$$

(b) If $\lambda_{2}=1$, then

$$
\begin{align*}
& \phi(z) \sim e^{\left(\frac{s}{4}-\frac{c}{2 \varepsilon}\right) z-\frac{2 \sqrt{\tilde{\varepsilon}}}{c \sqrt{\varepsilon}} e^{-\frac{s}{2} z}}, \text { as } z \rightarrow-\infty  \tag{3.5}\\
& \phi(z)-m \sim e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
\end{align*}
$$

where $\tilde{c}$ is a positive constant such that $c_{2} \leq \tilde{c} \leq c_{2}+c_{1} m^{\lambda_{1}-\lambda_{2}}$. If $\lambda_{2} \geq \lambda_{1} \geq 1$, the above decay rates hold true by interchanging $\lambda_{1}$ and $\lambda_{2}$.

Proof. (i) Without loss of generality, we assume that $0<\lambda_{1}<1$. Then we prove the theorem by contradiction. Suppose that (3.3) has a solution $\phi$. Then by the maximum principle, $\phi>0$ in $\mathbb{R}$. Hence

$$
\left\{\begin{array}{l}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime} \geq c_{1} e^{-s z} \phi^{\lambda_{1}}, z \in \mathbb{R},  \tag{3.6}\\
\phi(-\infty)=0, \phi(\infty)=m>0
\end{array}\right.
$$

which asserts that $\phi$ is a sub-solution of

$$
\left\{\begin{array}{l}
\varepsilon \varphi^{\prime \prime}+c \varphi^{\prime}=c_{1} e^{-s z} \varphi^{\lambda_{1}}, z \in \mathbb{R}  \tag{3.7}\\
\varphi(-\infty)=0, \varphi(\infty)=m>0
\end{array}\right.
$$

To construct a super-solution of (3.7), we set

$$
\psi(z)=m \xi(z+K) \text { for } z \in \mathbb{R}
$$

where $K$ is a nonzero constant to be determined and $\xi$ is the positive solution of

$$
\left\{\begin{array}{l}
\varepsilon \xi^{\prime \prime}+c \xi^{\prime}=c_{1} e^{-s z} \xi^{2}, z \in \mathbb{R}  \tag{3.8}\\
\xi(-\infty)=0, \quad \xi(\infty)=1
\end{array}\right.
$$

Note that the existence of monotone solutions to (3.8) has been established in [30], see also Proposition 1 (ii). Hence $0<\xi<1$ in $\mathbb{R}$ due to $\xi^{\prime}>0$. It is then easy to check from (3.8) that

$$
\begin{align*}
\varepsilon \psi^{\prime \prime}(z)+c \psi^{\prime}(z) & =\frac{c_{1}}{m} e^{-s(z+K)} \psi^{2}(z) \\
& =c_{1} m e^{-s(z+K)} \xi^{2}(z+K) \\
& \leq c_{1} m e^{-s(z+K)} \xi^{\lambda_{1}}(z+K)  \tag{3.9}\\
& =c_{1} m^{1-\lambda_{1}} e^{-s(z+K)} \psi^{\lambda_{1}}(z) \\
& =c_{1} e^{-s z} \psi^{\lambda_{1}}(z)
\end{align*}
$$

for all $z \in \mathbb{R}$, provided that $K$ satisfies $e^{s K}=m^{1-\lambda_{1}}$, namely $K=\frac{\left(1-\lambda_{1}\right) \ln m}{s}$. Hence $\psi$ satisfies

$$
\left\{\begin{array}{l}
\varepsilon \psi^{\prime \prime}+c \psi^{\prime} \leq c_{1} e^{-s z} \psi^{\lambda_{1}} \text { in } \mathbb{R}  \tag{3.10}\\
\psi(-\infty)=0, \psi(\infty)=m
\end{array}\right.
$$

which indicates that $\psi$ is a super-solution of (3.7). Now we claim that $\phi \leq \psi$ in $\mathbb{R}$. Indeed, let $\eta=\phi-\psi$. Subtracting (3.10) from (3.6), we obtain

$$
\varepsilon \eta^{\prime \prime}+c \eta^{\prime} \geq c_{1} e^{-s z}\left(\phi^{\lambda_{1}}-\psi^{\lambda_{1}}\right)=q(z) \eta=c_{1} e^{-s z}\left(\frac{\phi^{\lambda_{1}}-\psi^{\lambda_{1}}}{\phi-\psi}\right) \eta \text { in } \mathbb{R}
$$

where $q(z)=c_{1} e^{-s z} \frac{\phi^{\lambda_{1}}-\psi^{\lambda_{1}}}{\phi-\psi}=c_{1} \lambda_{1} e^{-s z} \tilde{\xi}^{\lambda_{1}-1} \geq 0$ in $\mathbb{R}$ and $\tilde{\xi}$ is between $\phi$ and $\psi$. Then by the maximum principle, we have

$$
\max _{|z| \leq R} \eta(z) \leq \max _{|z|=R} \eta(z)=\max _{|z|=R}(\phi(z)-\psi(z)) \rightarrow 0 \text { as } R \rightarrow \infty
$$

where we have used the fact that $\phi(-\infty)=\psi(-\infty)=0$ and $\phi(\infty)=\psi(\infty)=m>$ 0 . This proves our claim. Then by the comparison principle of elliptic equations, (3.7) has a solution $\varphi$ such that $\phi \leq \varphi \leq \psi$. This contradicts Theorem 1 which says that (3.7) does not have a solution if $\lambda_{1}<1$. By contradiction, the proof of (i) is completed.
(ii) We assume that $\lambda_{1} \geq \lambda_{2} \geq 1$ without loss of generality. Let $\bar{\phi}$ be a positive solution of

$$
\left\{\begin{array}{l}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime}=c_{1} e^{-s z} \phi^{\lambda_{1}}, z \in \mathbb{R}  \tag{3.11}\\
\phi(-\infty)=0, \phi(\infty)=m>0
\end{array}\right.
$$

Since $\varepsilon \phi^{\prime \prime}+c \phi^{\prime}=c_{1} e^{-s z} \phi^{\lambda_{1}}<c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \phi^{\lambda_{2}}, \bar{\phi}$ is a super-solution of (3.3). Next we shall construct a nonzero sub-solution of (4.5). To this end, let $\varphi(z)$ be a solution of

$$
\left\{\begin{array}{l}
\varepsilon \varphi^{\prime \prime}+c \varphi^{\prime}=\delta e^{-s z} \varphi^{\lambda_{2}}, z \in \mathbb{R}  \tag{3.12}\\
\varphi(-\infty)=0, \varphi(\infty)=m
\end{array}\right.
$$

where $\delta$ is a constant such that $c_{2}<\delta<c_{1} m^{\lambda_{1}-\lambda_{2}}+c_{2}$.
We remark that the existence of unique solution to (3.12) has been shown in [30, 22] for $\lambda_{2}>1$, and in [15] for $\lambda_{2}=1$, see also Proposition 1. Now we assume that

$$
\begin{equation*}
\underline{\phi}=\sigma \varphi \tag{3.13}
\end{equation*}
$$

where $0<\sigma<1$ is to be determined later. We shall show that for appropriate small $\sigma, \phi$ is a sub-solution of (3.3). To this end, we first substitute (3.13) into (3.12) and obtain

$$
\left\{\begin{array}{l}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime}=\delta \sigma e^{-s z} \varphi^{\lambda_{2}}, z \in \mathbb{R}  \tag{3.14}\\
\underline{\phi}(-\infty)=0, \underline{\phi}(\infty)=\sigma m
\end{array}\right.
$$

Then to prove that $\underline{\phi}$ is a sub-solution of (3.3), it suffices to require that

$$
\delta \sigma e^{-s z} \varphi^{\lambda_{2}}>c_{1} e^{-s z} \sigma^{\lambda_{1}} \varphi^{\lambda_{1}}+c_{2} e^{-s z} \sigma^{\lambda_{2}} \varphi^{\lambda_{2}} \text { for all } z \in \mathbb{R}
$$

which, upon cancelation, is equivalent to

$$
\begin{equation*}
c_{1} \sigma^{\lambda_{1}-1} \varphi^{\lambda_{1}-\lambda_{2}}+c_{2} \sigma^{\lambda_{2}-1}<\delta, \text { for all } z \in \mathbb{R} \tag{3.15}
\end{equation*}
$$

Noticing that $0<\sigma<1, \lambda_{1}-\lambda_{2} \geq 0$ and $\varphi$ is a solution of (3.12) with $\varphi^{\prime}(z)>0$ and hence $\varphi<m$, we have $c_{1} \sigma^{\lambda_{1}-1} \varphi^{\lambda_{1}-\lambda_{2}}+c_{2} \sigma^{\lambda_{2}-1}<c_{1} \sigma^{\lambda_{2}-1} m^{\lambda_{1}-\lambda_{2}}+c_{2} \sigma^{\lambda_{2}-1}$. Hence if we choose $\sigma$ such that

$$
\begin{equation*}
\sigma<\min \left\{1,\left(\frac{\delta}{c_{1} m^{\lambda_{1}-\lambda_{2}}+c_{2}}\right)^{\frac{1}{\lambda_{2}-1}}\right\} \tag{3.16}
\end{equation*}
$$

then (3.15) is ensured, which shows that $\phi$ is a sub-solution of (3.3). Next we show that $\phi \leq \bar{\phi}$ for all $z \in \mathbb{R}$. To this end, let $\zeta=\underline{\phi}-\bar{\phi}$. Noting that with (3.16), $\underline{\phi}$ satisfies from (3.14)

$$
\left\{\begin{array}{l}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime}>c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \underline{\phi}^{\lambda_{2}}, z \in \mathbb{R}  \tag{3.17}\\
\underline{\phi}(-\infty)=0, \underline{\phi}(\infty)=\sigma m
\end{array}\right.
$$

Then $\zeta$ satisfies that
$\varepsilon \zeta^{\prime \prime}+c \zeta^{\prime} \geq c_{1} e^{-s z}\left(\underline{\phi}^{\lambda_{1}}-\bar{\phi}^{\lambda_{1}}\right)+c_{2} e^{-s z} \underline{\phi}^{\lambda_{2}} \geq c_{1} e^{-s z}\left(\underline{\phi}^{\lambda_{1}}-\bar{\phi}^{\lambda_{1}}\right)=c_{1} e^{-s z} \frac{\phi^{\lambda_{1}}-\bar{\phi}^{\lambda_{1}}}{\underline{\phi}-\bar{\phi}} \zeta$.

Since $\frac{\phi^{\lambda_{1}}-\bar{\phi}^{\lambda_{1}}}{\underline{\phi}-\bar{\phi}} \geq 0$ and $\underline{\phi}(-\infty)=0=\bar{\phi}(-\infty),(\underline{\phi}-\bar{\phi})(\infty)=(\sigma-1) m<0$, it follows from the maximum principle that

$$
\max _{|z| \leq R} \zeta(z) \leq \max _{|z|=R} \zeta(z)=\max _{|z|=R}(\underline{\phi}(z)-\bar{\phi}(z)) \leq 0 \text { as } R \rightarrow \infty
$$

which implies that $\underline{\phi}(z) \leq \bar{\phi}(z)$ for all $z \in \mathbb{R}$. By the comparison principle, we obtain a solution $\phi$ to (3.3) such that $\phi \leq \phi \leq \bar{\phi}$.

For the uniqueness, we assume that $\phi$ and $\psi$ are the solutions of (3.3), i.e.

$$
\varepsilon \phi^{\prime \prime}+c \phi^{\prime}=c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \phi^{\lambda_{2}} \text { in } \mathbb{R} \text { and } \phi(-\infty)=0, \phi(\infty)=m>0
$$

and

$$
\varepsilon \psi^{\prime \prime}+c \psi^{\prime}=c_{1} e^{-s z} \psi^{\lambda_{1}}+c_{2} e^{-s z} \psi^{\lambda_{2}} \text { in } \mathbb{R} \text { and } \psi(-\infty)=0, \psi(\infty)=m>0
$$

Then defining $\eta=\phi-\psi$, we have

$$
\eta^{\prime \prime}+c \eta^{\prime}=H(z) \eta
$$

where $H(z)=c_{1} e^{-s z} \frac{\phi^{\lambda_{1}}-\psi^{\lambda_{1}}}{\phi-\psi}+c_{2} e^{-s z} \frac{\phi^{\lambda_{2}}-\psi^{\lambda_{2}}}{\phi-\psi} \geq 0$. Hence by the maximum principle again, we have

$$
\max _{|z| \leq R}|\eta(z)| \leq \max _{|z|=R}|\eta(z)| \rightarrow 0 \text { as } R \rightarrow+\infty
$$

which implies that $\eta \equiv 0$ for all $z \in \mathbb{R}$. Therefore $\phi \equiv \psi$ in $\mathbb{R}$ and the uniqueness is proved. Next we prove the monotonicity of the traveling wave solution $\phi$. To this end, we first show $\phi^{\prime}(-\infty)=0$. Indeed integrating the first equation of (3.3) over $(y, z)$, we have

$$
0=\varepsilon\left(\phi^{\prime}(y)-\phi^{\prime}(z)\right)+c(\phi(y)-\phi(z))+\int_{y}^{z} F(z, \phi) d z
$$

which, along with the assumption $F(z, \phi) \in L^{1}(\mathbb{R})$, indicates that $\phi^{\prime}( \pm \infty)$ exists. Since $\phi( \pm \infty)$ exists, we obtain that $\phi^{\prime}( \pm \infty)=0$. Then we can rewrite the equation (3.3) as

$$
\left(e^{\frac{c}{\varepsilon} z} \phi^{\prime}\right)^{\prime}=\frac{c_{1}}{\varepsilon} e^{\left(\frac{c}{\varepsilon}-s\right) z} \phi^{\lambda_{1}}+\frac{c_{2}}{\varepsilon} e^{\left(\frac{c}{\varepsilon}-s\right) z} \phi^{\lambda_{2}} .
$$

Then we integrate it over $(-\infty, z]$ and obtain that

$$
\phi^{\prime}=\frac{1}{\varepsilon} e^{-\frac{c}{\varepsilon} z}\left[c_{1} \int_{-\infty}^{z} e^{\left(\frac{c}{\varepsilon}-s\right) \xi} \phi^{\lambda_{1}}(\xi) d \xi+c_{2} \int_{-\infty}^{z} e^{\left(\frac{c}{\varepsilon}-s\right) \xi} \phi^{\lambda_{2}}(\xi) d \xi\right]
$$

which asserts that $\phi^{\prime}>0$ since $\phi>0$ in $\mathbb{R}$ and $c_{1}, c_{2}>0$.
To finish the proof of Theorem 3.1 (ii), it remains to derive the asymptotic decay rates announced. We consider the case $\lambda_{1} \geq \lambda_{2} \geq 1$. Since $\phi^{\prime}(z)>0$, we have from (3.3) that $0<\phi(z)<m$ for all $z \in \mathbb{R}$. Then we have

$$
\begin{aligned}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime} & =e^{-s z} \phi^{\lambda_{2}}\left(c_{1} \phi^{\lambda_{1}-\lambda_{2}}+c_{2}\right) \\
& \leq\left(c_{2}+c_{1} m^{\lambda_{1}-\lambda_{2}}\right) e^{-s z} \phi^{\lambda_{2}}
\end{aligned}
$$

On the other hand, it has that

$$
\varepsilon \phi^{\prime \prime}+c \phi^{\prime}=c_{1} e^{-s z} \phi^{\lambda_{1}}+c_{2} e^{-s z} \phi^{\lambda_{2}} \geq c_{2} e^{-s z} \phi^{\lambda_{2}}
$$

Therefore it follows that

$$
\begin{equation*}
\varepsilon \phi^{\prime \prime}+c \phi^{\prime} \sim \tilde{c} e^{-s z} \phi^{\lambda_{2}} \text { for all } z \in \mathbb{R} \tag{3.18}
\end{equation*}
$$

where $c_{2} \leq \tilde{c} \leq c_{2}+c_{1} m^{\lambda_{1}-\lambda_{2}}$. Then the asymptotic behavior (6.8) follows directly from (3.18) by Proposition 1 (ii). When $\lambda_{2}=1$, we obtain (3.5) from (3.18) with Proposition 1 (iii). The proof of Theorem 3.1 (ii) is completed.
4. Existence of traveling wave solutions to system (1.2). In this section, we shall apply Theorem 3.1 to establish traveling wave solutions to the system (1.2). To this end, we rewrite (2.2) with $\phi(w)=\ln w$ as

$$
\left\{\begin{array}{l}
-c U^{\prime}=U^{\prime \prime}-\chi_{1}\left(U \frac{W^{\prime}}{W}\right)^{\prime}+\beta\left(U \frac{V^{\prime}}{V}\right)^{\prime}  \tag{4.1}\\
-c V^{\prime}=V^{\prime \prime}-\chi_{2}\left(V \frac{W^{\prime}}{W}\right)^{\prime}+\beta\left(V \frac{U^{\prime}}{U}\right)^{\prime} \\
-c W^{\prime}=\varepsilon W^{\prime \prime}-(U+V)
\end{array}\right.
$$

As the analysis in section 2, the existence of traveling wave solutions to (1.2) is equivalent to the existence of solutions of (4.1) subject to the boundary condition (2.4). Solving the first two equations of (4.1) and using the boundary condition (2.4), we have

$$
\begin{equation*}
U(z)=C_{1} e^{-c z} W^{\chi_{1}} V^{-\beta}, \quad V(z)=C_{2} e^{-c z} W^{\chi_{2}} U^{-\beta} \tag{4.2}
\end{equation*}
$$

if the integration constant is zero, where $C_{1}, C_{2}>0$ are constants of integration. In the following, we shall prove Theorem 2.1 and Theorem 2.2.
4.1. Proof of Theorem 2.1. Theorem 2.2 gives the existence and non-existence of traveling wave solutions for $\beta^{2}=1$. Next we consider the case $\beta^{2} \neq 1$ for which we first solve (4.2) to obtain that

$$
\begin{equation*}
U(z)=C_{3} e^{-s z} W^{\lambda_{1}}, V(z)=C_{4} e^{-s z} W^{\lambda_{2}} \tag{4.3}
\end{equation*}
$$

with $C_{3}=\left(\frac{C_{2}^{\beta}}{C_{1}}\right)^{\frac{1}{\beta^{2}-1}}, C_{4}=C_{3}\left(\frac{C_{1}}{C_{2}}\right)^{\frac{1}{\beta-1}}$ and $s=\frac{c}{\beta+1}, \lambda_{1}=\frac{\beta \chi_{2}-\chi_{1}}{\beta^{2}-1}, \lambda_{2}=\frac{\beta \chi_{1}-\chi_{2}}{\beta^{2}-1}$.
If $\min \left\{\lambda_{1}, \lambda_{2}\right\} \leq 0$, it is clear that $U(-\infty)=\infty$ if $\lambda_{1} \leq 0$ and $V(-\infty)=\infty$ if $\lambda_{2} \leq 0$ since $W(-\infty)=0$. Thus a necessary condition for $(U, V)$ in (4.3) to be a traveling wave solution component satisfying (2.4) is

$$
\begin{equation*}
\lambda_{1}=\frac{\beta \chi_{2}-\chi_{1}}{\beta^{2}-1}>0, \lambda_{2}=\frac{\beta \chi_{1}-\chi_{2}}{\beta^{2}-1}>0 \tag{4.4}
\end{equation*}
$$

Substituting (4.3) into the third equation of (4.1) and using (2.4), we obtain the following problem

$$
\left\{\begin{array}{l}
\varepsilon W^{\prime \prime}+c W^{\prime}=C_{3} e^{-s z} W^{\lambda_{1}}+C_{4} e^{-s z} W^{\lambda_{2}}  \tag{4.5}\\
W(-\infty)=0, W(\infty)=m>0
\end{array}\right.
$$

We note from (4.3) and (2.3) that $F(z, W)=C_{3} e^{-s z} W^{\lambda_{1}}+C_{4} e^{-s z} W^{\lambda_{2}} \in L^{1}(\mathbb{R})$. It is helpful to give a remark before proceeding.

Remark 2. If $s<0$, then the evaluation of equation (4.5) at $z=\infty$ will contradict the boundary condition $W(\infty)=m>0$. Hence a necessary condition for (4.5) to have a solution is $s=\frac{c}{\beta+1}>0$, which is equivalent to $\beta>-1$ due to $c>0$.

Now we are ready to prove Theorem 2.1. We split our analysis to the case $\varepsilon>0$ and $\varepsilon=0$.

Zero diffusion $\varepsilon=0$. With $\varepsilon=0$, (4.5) becomes

$$
\begin{equation*}
W^{\prime}=c_{3} e^{-s z} W^{\lambda_{1}}+c_{4} e^{-s z} W^{\lambda_{2}}, W(-\infty)=0, W(\infty)=m>0 \tag{4.6}
\end{equation*}
$$

where $c_{3}=C_{3} / c>0, c_{4}=C_{4} / c>0$. We first have the following non-existence result.

Lemma 4.1. If $\min \left\{\lambda_{1}, \lambda_{2}\right\}<1$, then there is no solution to (4.6).
Proof. Without loss of generality, we assume $\lambda_{2}<1$. Supposing that (4.6) has a solution $W(z)$, we have from (4.6) that

$$
\begin{equation*}
W^{\prime}>c_{4} e^{-s z} W^{\lambda_{2}}>0 \tag{4.7}
\end{equation*}
$$

Since $W(-\infty)=0$, it follows that $W(z)>0$ for all $z \in \mathbb{R}$. Now using the boundary condition in (4.6) to solve (4.7), one has

$$
W^{1-\lambda_{2}}<m^{1-\lambda_{2}}-\frac{c_{4}\left(1-\lambda_{2}\right)}{s} e^{-s z}
$$

Clearly, if $z<0$ and $|z|$ is sufficiently large such that $z<\tilde{z}=-\frac{1}{s} \ln \frac{s m^{1-\lambda_{2}}}{c_{4}\left(1-\lambda_{2}\right)}$, above inequality implies that $W^{1-\lambda_{2}}<0$ which contradicts the fact that $W(z)>0$ for all $z \in \mathbb{R}$. Then the proof is finished.

Next, we shall prove the following result.
Lemma 4.2. If $\min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1$, then (4.6) has a unique solution.
Proof. We proceed with two cases: $\lambda_{1}=\lambda_{2}$ and $\lambda_{1} \neq \lambda_{2}$.
Case 1. $\lambda_{1}=\lambda_{2}$. In this case, the problem (4.6) becomes

$$
W^{\prime}=\left(c_{3}+c_{4}\right) e^{-s z} W^{\lambda_{2}}, W(-\infty)=0, W(\infty)=m>0
$$

Solving above problem directly yields the unique solution as

$$
W(z)= \begin{cases}\left(m^{1-\lambda_{2}}+\frac{\left(c_{3}+c_{4}\right)\left(\lambda_{2}-1\right)}{s} e^{-s z}\right)^{\frac{1}{1-\lambda_{2}}}, & \lambda_{1}=\lambda_{2}>1  \tag{4.8}\\ m e^{-\frac{c_{3}+c_{4}}{s} e^{-s z}}, & \lambda_{1}=\lambda_{2}=1\end{cases}
$$

which gives (2.5) in Theorem 2.1.
Case 2. $\lambda_{1} \neq \lambda_{2}$. Without loss of generality, we assume that $\lambda_{1}>\lambda_{2}$. We first notice that $W(z)<m$ for all $z \in R$ since $W^{\prime}>0$ and $W(\infty)=m$. Hence $W^{\lambda_{1}}<W^{\lambda_{2}} m^{\lambda_{1}-\lambda_{2}}$ and we have from (4.6) that

$$
\begin{equation*}
c_{4} e^{-s z} W^{\lambda_{2}}<W^{\prime}<\left(c_{3} m^{\lambda_{1}-\lambda_{2}}+c_{4}\right) e^{-s z} W^{\lambda_{2}}=c_{5} e^{-s z} W^{\lambda_{2}} \tag{4.9}
\end{equation*}
$$

where $c_{5}=c_{3} m^{\lambda_{1}-\lambda_{2}}+c_{4}$. Solving above inequality with boundary conditions in (4.6), we obtain that $W(z)$ is bounded such that $W_{1}(z) \leq W(z) \leq W_{2}(z)$, where $W_{1}$ is the solution of $W^{\prime}=c_{5} e^{-s z} W^{\lambda_{2}}, W(-\infty)=0, W(\infty)=m>0$ and $W_{2}$ is the solution of $W^{\prime}=c_{4} e^{-s z} W^{\lambda_{2}}, W(-\infty)=0, W(\infty)=m>0$. This shows that (4.6) has a solution. For the asymptotic behavior, we see from (4.9) that

$$
W^{\prime} \sim C e^{-s z} W^{\lambda_{2}}
$$

where $c_{4} \leq C \leq c_{5}$. This gives that

$$
\begin{equation*}
W(z) \sim\left(m^{1-\lambda_{2}}+\frac{C\left(\lambda_{2}-1\right)}{s} e^{-s z}\right)^{\frac{1}{1-\lambda_{2}}}, \text { as } z \rightarrow \pm \infty \tag{4.10}
\end{equation*}
$$

which yields (2.6) in Theorem 2.1.
Then the proof of Theorem 2.1 (i) is completed. Next we consider the case $\varepsilon>0$.

Nonzero diffusion $\varepsilon>0$. When $\varepsilon>0$, the existence of solution $W(z)$ of (4.5) with $W^{\prime}>0$ follows directly from Theorem 3.1 with Remark 2. Once we obtain $W$, we can substitute $W$ back into (4.3) to obtain the solution component $(U, V)$ of the system (4.1). Now we need to verify that the obtained solution $(U, V, W)$ fulfills the boundary condition (2.4). First the boundary condition for $W(z)$ has been verified from (4.5) directly. Furthermore from (4.3), it follows that $U(+\infty)=V(+\infty)=0$ since $s>0$. Hence it remains to check if $U(-\infty)=V(-\infty)=0$ which is not obvious yet. Under the assumption that $\lambda_{1} \geq \lambda_{2} \geq 1$, we obtain from Theorem 3.1 (ii) that

$$
W(z) \sim\left\{\begin{array}{ll}
\left(A_{1}+A_{2} e^{\gamma_{2} z}\right) e^{-\mu_{2} z}, & \lambda_{2}>1, \\
e^{\left(\frac{s}{4}-\frac{c}{2 \varepsilon}\right) z-\frac{2 \sqrt{\varepsilon}}{c \sqrt{\varepsilon}} e^{-\frac{s}{2} z}}, & \lambda_{2}=1,
\end{array} \quad \text { as } z \rightarrow-\infty\right.
$$

where the constants $A_{1}, A_{2}, \gamma_{2}, \mu_{2}$ are given in Theorem 3.1 (ii) and $\tilde{c}$ is an arbitrary constant such that $C_{4} \leq \tilde{c} \leq C_{4}+C_{3} m^{\lambda_{1}-\lambda_{2}}$. Therefore one has from (4.3) that

$$
U(z)=C_{3} e^{-s z} W^{\lambda_{1}} \sim\left\{\begin{array}{ll}
\left(A_{1}+A_{2} e^{\gamma_{2} z}\right) e^{-\frac{s\left(1+\lambda_{1}-\lambda_{2}\right)}{1-\lambda_{2}} z}, & \lambda_{2}>1, \\
e^{\left[\lambda_{1}\left(\frac{s}{4}-\frac{c}{2 \varepsilon}\right)-s\right] z-\frac{2 \lambda_{1} \sqrt{\bar{c}}}{c \sqrt{\varepsilon}} e^{-\frac{s}{2} z}}, & \lambda_{2}=1,
\end{array} \text { as } z \rightarrow-\infty\right.
$$

and

$$
V(z)=C_{4} e^{-s z} W^{\lambda_{2}} \sim\left\{\begin{array}{ll}
\left(A_{1}+A_{2} e^{\gamma_{2} z}\right) e^{-\frac{s}{1-\lambda_{2}} z}, & \lambda_{2}>1, \\
e^{\left[\lambda_{2}\left(\frac{s}{4}-\frac{c}{2 \varepsilon}\right)-s\right] z-\frac{2 \lambda_{2} \sqrt{c}}{c \sqrt{\varepsilon}} e^{-\frac{s}{2} z}}, & \lambda_{2}=1,
\end{array} \text { as } z \rightarrow-\infty .\right.
$$

Noticing that $\frac{s\left(1+\lambda_{1}-\lambda_{2}\right)}{1-\lambda_{2}}<0$ and $\frac{s}{1-\lambda_{2}}<0$ due to $\lambda_{1} \geq \lambda_{2}>1$, one immediately obtains that $U(-\infty)=V(-\infty)=0$, which is consistent with the boundary condition (2.4).

Fig. 2 (a) shows a numerical solution of (4.5) and Fig. 2 (b) plots the numerical solution $U$ and $V$ which are obtained from $W$ shown in Fig. 2 (a) by (4.3). From the simulation, we see that $W$ is a wavefront and $U, V$ are pulsating waves, as expected.


Figure 2. An illustration of numerical traveling wave solutions of system (1.2), where $\varepsilon=0.1, c=2, s=1 / 4, \lambda_{1}=4, \lambda_{2}=2, C_{3}=$ $C_{4}=1, m=10$. The solution $W$ is solved from (4.5), $U$ and $V$ are obtained from (4.3).
4.2. Proof of Theorem 2.2. (i) If $\beta=-1$, we can derive from (4.2) that $C_{1} C_{2} W^{\chi_{1}+\chi_{2}}(z)=e^{2 c z}$, which does not hold for $\chi_{1}+\chi_{2}=0$. When $\chi_{1}+\chi_{2} \neq 0$, we have that $W(-\infty)=\infty$ if $\chi_{1}+\chi_{2}<0$ and $W(\infty)=\infty$ if $\chi_{1}+\chi_{2}>0$. Hence (4.1) does not possess a traveling wave solution for any $\chi_{1}, \chi_{2} \in \mathbb{R}$ when $\beta=-1$.
(ii) If $\beta=1$ and $\chi_{1} \neq \chi_{2}$, we solve (4.2) and have $W(z)=\left(\frac{C_{1}}{C_{2}}\right)^{\frac{1}{\chi_{2}-\chi_{1}}}$ is a constant, which leads to from the third equation of (4.1) that $U+V \equiv 0$. This implies that $U=V \equiv 0$ for all $z \in \mathbb{R}$ since $U, V \geq 0$. Therefore (4.1) does not have a solution for $\beta=1, \chi_{1} \neq \chi_{2}$.
(iii) For the case $\beta=1, \chi_{1}=\chi_{2}$, we derive from (4.2) that $C_{1}=C_{2}=: C^{2}$ with $C>0$ and

$$
\begin{equation*}
(U V)(z)=C^{2} e^{-c z} W^{\chi} \tag{4.11}
\end{equation*}
$$

where $\chi=: \chi_{1}=\chi_{2}$. We may write (4.11) as

$$
\begin{equation*}
U(z)=C e^{-\tilde{c}_{1} z} W^{\tilde{\chi}_{1}}, V(z)=C e^{-\tilde{c}_{2} z} W^{\tilde{\chi}_{2}} \tag{4.12}
\end{equation*}
$$

where $c=\tilde{c}_{1}+\tilde{c}_{2}, \chi=\tilde{\chi}_{1}+\tilde{\chi}_{2}$. It can be easily seen that if either $\tilde{c}_{1} \leq 0$ or $\tilde{c}_{2} \leq 0$, the boundary condition of $U$ or $V$ as $z \rightarrow \infty$ will be violated. Hence we assume that $\tilde{c}_{1}>0, \tilde{c}_{2}>0$. Then substituting (4.12) into the third equation of (4.1) and using the boundary condition (2.4), we obtain

$$
\left\{\begin{array}{l}
\varepsilon W^{\prime \prime}+c W^{\prime}=C e^{-\tilde{c_{1}} z} W^{\tilde{\chi}_{1}}+C e^{-\tilde{c_{2}} z} W^{\tilde{\chi_{2}}}  \tag{4.13}\\
W(-\infty)=0, W(\infty)=m>0
\end{array}\right.
$$

If $\min \left\{\tilde{\chi}_{1}, \tilde{\chi}_{2}\right\}<1$ and thus $\chi=\tilde{\chi}_{1}+\tilde{\chi}_{2}<2$, the existence of solutions to (4.13) is ruled out by Theorem 3.1 (i). Hence we consider the case $\min \left\{\tilde{\chi}_{1}, \tilde{\chi}_{2}\right\} \geq 1$ which implies that $\chi \geq 2$. Under this condition, if we consider a special case $\tilde{c_{1}}=\tilde{c_{2}}=\frac{c}{2}$, we can apply Theorem 3.1 to conclude that (4.13) has a solution. Particularly if $\chi=\chi_{1}=\chi_{2}=2$, then $\tilde{\chi}_{1}=\tilde{\chi}_{2}=1$ and the asymptotic behavior of the traveling wave solution for (4.13) is given by Proposition 1 (iii), which gives (2.10) and moreover (2.9) was implied by (4.13). However when $\chi=\chi_{1}=\chi_{2}>2$, for each combination of $\tilde{\chi}_{1} \geq 1$ and $\tilde{\chi}_{2} \geq 1$ such that $\tilde{\chi}_{1}+\tilde{\chi}_{2}=\chi>2$, (1.2) has a solution with corresponding asymptotic decay rates as given by Theorem 3.1, which finally leads to the asymptotic behavior as announced in the Theorem. Once we obtain $W$, the substitution of $W$ into (4.12) gives the existence and asymptotical behavior of $U$ and $V$. Hence the proof of Theorem 2.2 (iii) is finished.
4.3. Parameter regimes for traveling waves. From the results derived in the preceding subsection, we know that under assumption $\beta>-1$ and $\beta \neq 1$, a sufficient and necessary condition for the existence of traveling wave solutions to (1.2) is $\min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1$. In this section, we shall show that the set

$$
\begin{equation*}
I=\left\{\left(\chi_{1}, \chi_{2}\right) \mid \min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1\right\} \tag{4.14}
\end{equation*}
$$

is not empty, where $\lambda_{1}, \lambda_{2}$ are defined in terms of $\chi_{1}, \chi_{2}$ in (4.4). That is we show for any given $\beta>-1$ and $\beta \neq 1$, there exist $\chi_{1}, \chi_{2} \in \mathbb{R}$ such that $\left(\chi_{1}, \chi_{2}\right) \in I$. From (4.4), we see that $\min \left\{\lambda_{1}, \lambda_{2}\right\} \geq 1$ is equivalent to

$$
\begin{equation*}
\frac{\beta \chi_{2}-\chi_{1}}{\beta^{2}-1} \geq 1, \frac{\beta \chi_{1}-\chi_{2}}{\beta^{2}-1} \geq 1 \tag{4.15}
\end{equation*}
$$

Then we have the following cases to solve (4.15).
Case 1. If $\beta>1$, then $\beta^{2}-1>0$. We solve (4.15) and obtain that

$$
I=\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{1} / \beta+\left(\beta^{2}-1\right) / \beta \leq \chi_{2} \leq \beta \chi_{1}-\left(\beta^{2}-1\right)\right\}
$$

An illustration of such region $I$ is plotted in Fig. 1 (a), where we choose $\beta=2$.
Case 2. If $0<\beta<1$, then $\beta^{2}-1<0$. Then solving (4.15) gives

$$
I=\left\{\left(\chi_{1}, \chi_{2}\right) \mid \beta \chi_{1}-\left(\beta^{2}-1\right) \leq \chi_{2} \leq \chi_{1} / \beta+\left(\beta^{2}-1\right) / \beta\right\}
$$

A plot of such region $I$ is given in Fig. 1 (b), where $\beta=1 / 2$.
Case 3. If $\beta=0$, then (4.15) directly gives

$$
I=\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{1} \geq 1, \chi_{2} \geq 1\right\}
$$

whose numerical graph is given in Fig. 1 (c).
Case 4. If $-1<\beta<0$, then $\beta^{2}-1<0$. Then we solve (4.15) and have

$$
I=\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{2} \geq \max \left\{\beta \chi_{1}-\left(\beta^{2}-1\right), \chi_{1} / \beta+\left(\beta^{2}-1\right) / \beta\right\}\right\}
$$

A numerical plot of such region $I$ is given in Fig. 1 (d), where $\beta=-1 / 2$.
Thus, if $\left(\chi_{1}, \chi_{2}\right)$ lies in the region I as plotted in Fig. 1, the existence of traveling wave solutions of (1.2) can be guaranteed.
5. Diffusion limit. In this section, we show the traveling wave solutions are convergent with respect to the chemical diffusion coefficient $\varepsilon$ based on the ideas of $[23,30]$. We first establish the $\varepsilon$-convergence for the solution component $W$ as follows.

Lemma 5.1. Let $W_{\varepsilon}$ and $W_{0}$ be the traveling wave solution of (4.5) for $\varepsilon>0$ and for $\varepsilon=0$, respectively. Then it follows that

$$
\left|W_{\varepsilon}-W_{0}\right|=\mathcal{O}(\varepsilon) \text { as } \varepsilon \rightarrow 0
$$

Proof. Denote the wave speed for $\varepsilon>0$ by $c_{\varepsilon}$ and $c_{0}$ for $\varepsilon=0$. Then it is important to notice that $c_{\varepsilon}=c_{0}=\left(N_{1}+N_{2}\right) / m$ by integrating the third equation of (4.1). For convenience, we denote $h(z, W)=C_{3} e^{-s z} W_{\tilde{W}}^{\lambda_{1}}+C_{4} e^{-s z} W^{\lambda_{2}}$ and $\tilde{W}=W_{\varepsilon}-W_{0}$. Then by (4.5) and (2.4), we can derive that $\tilde{W}$ satisfies

$$
\begin{equation*}
\varepsilon \tilde{W}^{\prime \prime}+c_{0} \tilde{W}^{\prime}+\varepsilon W_{0}^{\prime \prime}=h\left(z, W_{\varepsilon}\right)-h\left(z, W_{0}\right) \tag{5.1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\tilde{W}( \pm \infty)=\tilde{W}^{\prime}( \pm \infty)=0 \tag{5.2}
\end{equation*}
$$

By the mean value theorem, we find two positive numbers $\xi_{1}$ and $\xi_{2}$ between $W_{0}$ and $W_{\varepsilon}$ such that

$$
\begin{aligned}
h\left(z, W_{\varepsilon}\right)-h\left(z, W_{0}\right) & =e^{-k z}\left[C_{3}\left(W_{\varepsilon}^{\lambda_{1}}-W_{0}^{\lambda_{1}}\right)+C_{4}\left(W_{\varepsilon}^{\lambda_{2}}-W_{0}^{\lambda_{2}}\right)\right] \\
& =e^{-k z}\left[C_{3} \lambda_{1} \xi_{1}^{\lambda_{1}-1}\left(W_{\varepsilon}-W_{0}\right)+C_{4} \lambda_{2} \xi_{2}^{\lambda_{2}-1}\left(W_{\varepsilon}-W_{0}\right)\right] \\
& =e^{-k z}\left(C_{3} \lambda_{1} \xi_{1}^{\lambda_{1}-1}+C_{4} \lambda_{2} \xi_{2}^{\lambda_{2}-1}\right) \tilde{W}
\end{aligned}
$$

Noticing that $C_{3} \lambda_{1} \xi_{1}^{\lambda_{1}-1}+C_{4} \lambda_{2} \xi_{2}^{\lambda_{2}}>0$, we multiply (5.1) by $\tilde{W}$ and obtain

$$
\begin{equation*}
\varepsilon \tilde{W} \tilde{W}^{\prime \prime}+c_{0} \tilde{W} \tilde{W}^{\prime}+\varepsilon W_{0}^{\prime \prime} \tilde{W}=\left(C_{3} \lambda_{1} \xi_{1}^{\lambda_{1}-1}+C_{4} \lambda_{2} \xi_{2}^{\lambda_{2}-1}\right) \tilde{W}^{2} \geq 0 \tag{5.3}
\end{equation*}
$$

Hence integrating (5.3) on both sides over $(z, \infty)$, yields

$$
\begin{equation*}
I=\int_{z}^{\infty}\left(\varepsilon \tilde{W}^{\prime \prime}+c_{0} \tilde{W}^{\prime}\right) \tilde{W} d y+\varepsilon \int_{z}^{\infty} \tilde{W} W_{0}^{\prime \prime} d y \geq 0 \tag{5.4}
\end{equation*}
$$

which, along with the boundary condition (5.2), yields

$$
\begin{align*}
I & =-\varepsilon \tilde{W}^{\prime} \tilde{W}-\frac{c_{0}}{2} \tilde{W}^{2}-\varepsilon \int_{z}^{\infty}\left|\tilde{W}^{\prime}\right|^{2} d y+\varepsilon \int_{z}^{\infty} \tilde{W} W_{0}^{\prime \prime} d y  \tag{5.5}\\
& \leq-\frac{\varepsilon}{2}\left(\tilde{W}^{2}\right)^{\prime}-\frac{c_{0}}{2} \tilde{W}^{2}+\varepsilon \int_{z}^{\infty} \tilde{W} W_{0}^{\prime \prime} d y
\end{align*}
$$

This gives

$$
\begin{equation*}
\frac{\varepsilon}{2}\left(\tilde{W}^{2}\right)^{\prime}+\frac{c_{0}}{2} \tilde{W}^{2} \leq \varepsilon \int_{z}^{\infty} \tilde{W} W_{0}^{\prime \prime} d y \tag{5.6}
\end{equation*}
$$

Let $z_{0}$ be a point at which $|\tilde{W}(z)|$ attains its maximum on $\mathbb{R}$. Then $\left(\tilde{W}^{2}\right)^{\prime}\left(z_{0}\right)=$ $2 \tilde{W}^{\prime}\left(z_{0}\right) \tilde{W}\left(z_{0}\right)=0$, and it follows from (5.6) that

$$
\begin{equation*}
\tilde{W}^{2}\left(z_{0}\right) \leq \frac{2 \varepsilon}{c_{0}} \int_{z_{0}}^{\infty}\left|\tilde{W}\left(z_{0}\right)\right| \cdot\left|W_{0}^{\prime \prime}\right| d y \leq \frac{2 \varepsilon}{c_{0}}\left|\tilde{W}\left(z_{0}\right)\right| \int_{z_{0}}^{\infty}\left|W_{0}^{\prime \prime}\right| d y \tag{5.7}
\end{equation*}
$$

which gives that

$$
\begin{equation*}
|\tilde{W}(z)| \leq\left|\tilde{W}\left(z_{0}\right)\right| \leq \frac{2 \varepsilon}{c_{0}}\left\|W_{0}^{\prime \prime}\right\|_{L^{1}(\mathbb{R})} \tag{5.8}
\end{equation*}
$$

With (4.8) and (4.10), by simple calculation, we see that $W_{0}^{\prime \prime}$ exponentially decays with respect to $z$ as $|z| \rightarrow \infty$, which implies $\left\|W_{0}^{\prime \prime}\right\|_{L^{1}(\mathbb{R})}<\infty$. Therefore (5.8) gives rise to

$$
\begin{equation*}
|\tilde{W}|=\left|W_{\varepsilon}-W_{0}\right|=\mathcal{O}(\varepsilon) \text { as } \varepsilon \rightarrow 0 \tag{5.9}
\end{equation*}
$$

which completes the proof.
With Lemma 5.1, we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. Due to Lemma 5.1, it remains to show the $\varepsilon$-convergence for $U_{\varepsilon}$ and $V_{\varepsilon}$. In fact, by (4.3) and the mean value theorem, we derive that

$$
\begin{aligned}
U_{\varepsilon}-U_{0} & =C_{3} e^{-s z} W_{\varepsilon}^{\lambda_{1}}-C_{3} e^{-s z} W_{0}^{\lambda_{1}} \\
& =C_{3} e^{-s z} \zeta^{\lambda_{1}-1}\left(W_{\varepsilon}-W_{0}\right)
\end{aligned}
$$

where $\zeta$ is between $W_{0}$ and $W_{\varepsilon}$ with $0<\zeta<m$. Hence by (5.9), it has that

$$
\left|U_{\varepsilon}-U_{0}\right|=\mathcal{O}(\varepsilon) \text { as } \varepsilon \rightarrow 0
$$

for each $z \in \mathbb{R}$. The same argument applied to $V_{\varepsilon}$ and $V_{0}$ yields that

$$
\left|V_{\varepsilon}-V_{0}\right|=\mathcal{O}(\varepsilon) \text { as } \varepsilon \rightarrow 0
$$

for all $z \in \mathbb{R}$. The proof of Theorem 2.3 is thus completed.
6. Appendix. In this appendix, we are devoted to presenting the proof for Proposition 1 to make the paper self-contained. To this end, we shall first present two results of [5] that were used in our proof.

Proposition 2. ([5, Chapter IV (Theorem 2)]) Let A be a constant matrix whose characteristic roots $\lambda_{1}, \ldots, \lambda_{n}$ are all simple, and let $\xi_{i}$ be a characteristic vector of $A$ belonging to the characteristic root $\lambda_{i}(i=1, \ldots, n)$. If $B(t)$ is a continuous matrix defined for $t \geq t_{0}$ such that

$$
\int_{t_{0}}^{\infty}|B(t)| d t<\infty
$$

then the equation

$$
\frac{d x}{d t}=[A+B(t)] x
$$

has a fundamental system of solutions $x_{1}(t), \ldots, x_{n}(t)$ satisfying for $t \rightarrow \infty$

$$
x_{k}(t) \sim e^{\lambda_{k} t} \xi_{k}, \quad(k=1, \ldots, n)
$$

Proposition 3. ([5, Chapter IV (Theorem 14)]) Let $f(x)$ be a positive, twice continuously differentiable function for $x \geq x_{0}$ such that

$$
\int_{x_{0}}^{\infty}\left|f^{-\frac{3}{2}} f^{\prime \prime}\right| d x<\infty
$$

Then the equation

$$
\frac{d^{2} y}{d x^{2}}=f(x) y
$$

has a fundamental system of solutions satisfying for $x \rightarrow \infty$

$$
y \sim[f(x)]^{-\frac{1}{4}} \exp \left\{ \pm \int_{x_{0}}^{x}[f(\xi)]^{\frac{1}{2}} d \xi\right\}
$$

Next we present a well-known result for the traveling wave solutions of the Fisher equation which was summarized in [31]. Consider the Fisher equation

$$
\begin{equation*}
u_{t}=\varepsilon u_{x x}+f(u), x \in \mathbb{R}, t \geq 0 \tag{6.1}
\end{equation*}
$$

where the kinetic function $f(u)$ satisfies the following conditions
(1) $f(u), f^{\prime}(u) \in C[0, \infty)$;
(2) $f(0)=f(a)=0$ for some $a>0$;
(3) $f(u)>0$ for all $u \in(0, a)$ and $f(u)<0$ for $u \in(a, \infty)$;
(4) $f^{\prime}(0)>0$ and $f^{\prime}(a)<0$.

A prototypical form of $f(u)$ satisfying condition (6.2) is $f(u)=u(1-u / a)$ where $a$ is called the carrying capacity. The traveling wave solution $u(x, t)=U(x-c t)=: U(z)$ of (6.1) satisfies the equation

$$
\varepsilon U^{\prime \prime}+c U^{\prime}+f(U)=0
$$

Then the following result holds.
Theorem 6.1. Let (6.2) hold. Then (6.1) has a unique (up to a translation) bounded nonnegative traveling wave solution $U(z)$ with $U^{\prime}<0$ for all $z \in \mathbb{R}$ and boundary condition $U(-\infty)=a, U(+\infty)=0$ if and only if

$$
\begin{equation*}
c \geq \bar{c}=2 \sqrt{\varepsilon f^{\prime}(0)} \tag{6.3}
\end{equation*}
$$

Moreover, the traveling wave solution $U(z)=U(x-c t)$ has the following asymptotic behavior as $|z| \rightarrow \infty$ for $c>\bar{c}=2 \sqrt{\varepsilon f^{\prime}(0)}$ :

$$
U(z)= \begin{cases}a-C e^{\lambda_{+}(a) z}, & z \rightarrow-\infty \\ C e^{\lambda_{+}(0) z}, & z \rightarrow \infty\end{cases}
$$

where

$$
\lambda_{+}(\xi)=\frac{-c+\sqrt{c^{2}-4 \varepsilon f^{\prime}(\xi)}}{2 \varepsilon}
$$

Proof of Proposition 1. The assertions (i) and (ii) in Proposition 1 have been proved in papers $[22,30]$ by transforming the equation (3.1) into an equation with constant coefficients via a change of variable. However such transformation only works for $\lambda \neq 1$. When $\lambda=1$, the existence of solutions to (3.1) in the assertion (iii) has already been given in [6] by applying the result of [15]. For completeness, we sketch those proofs below and present a detailed proof for the decay rates in (iii) which is new. we first consider the case $\lambda \neq 1$ for which we define

$$
\begin{equation*}
\mu=\frac{k}{1-\lambda} \tag{6.4}
\end{equation*}
$$

and introduce a new variable $P(z)$ such that

$$
\begin{equation*}
p(z)=P(z) e^{-\mu z} \tag{6.5}
\end{equation*}
$$

Then substituting (6.5) into (3.1) and canceling $e^{-\mu z}$ yield that

$$
\begin{equation*}
\varepsilon P^{\prime \prime}+s P^{\prime}+f(P)=0 \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
f(P)=\eta P-\alpha P^{\lambda}=\eta P\left(1-\alpha P^{\lambda-1} / \eta\right) \tag{6.7}
\end{equation*}
$$

and $s=c-2 \varepsilon \mu, \eta=\varepsilon \mu^{2}-c \mu$. If $\lambda<1$, then $f(P)$ is not differentiable at $P=0$ and there is no traveling wave solution to (6.6) by simple analysis. If $\lambda>1$, then $\mu<0$ and $f(P)$ defined in (6.7) satisfies the conditions in (6.2) with $a=\left(\frac{\eta}{\alpha}\right)^{\frac{1}{\lambda-1}}$ and hence by Theorem 6.1, we know that (6.6) have a unique solution (up to a translation) with $P^{\prime}(z)<0$ for all $z \in \mathbb{R}$ and $P(-\infty)=\left(\frac{\eta}{\alpha}\right)^{\frac{1}{\lambda-1}}, P(+\infty)=0$ iff $s \geq 2 \sqrt{\varepsilon f^{\prime}(0)}=2 \sqrt{\varepsilon \eta}$. Moreover the traveling wave solutions have the following asymptotic decay rate for $s>2 \sqrt{\varepsilon \eta}$ (i.e. $c>0$ )

$$
\begin{align*}
& P(z)=\left(\frac{\eta}{\alpha}\right)^{\frac{1}{\lambda-1}}-q_{1} e^{\lambda_{2}^{+} z}, \text { as } z \rightarrow-\infty  \tag{6.8}\\
& P(z)=q_{2} e^{\lambda_{1}^{+} z}, \text { as } z \rightarrow \infty
\end{align*}
$$

where $q_{1}, q_{2}$ are positive constants and

$$
\lambda_{1}^{+}=\frac{-s+\sqrt{s^{2}-4 \varepsilon \eta}}{2 \varepsilon}=\frac{(2 \varepsilon \mu-c)+\sqrt{c^{2}}}{2 \varepsilon}=\mu
$$

and

$$
\lambda_{2}^{+}=\frac{-s+\sqrt{s^{2}+4 \varepsilon \eta(\lambda-1)}}{2 \varepsilon}=\frac{(2 \varepsilon \mu-c)+\sqrt{c^{2}+4 \varepsilon \eta \lambda}}{2 \varepsilon}
$$

Then by (6.5) and (6.8), we have

$$
\begin{equation*}
p(z)=\left[\left(\frac{\eta}{\alpha}\right)^{\frac{1}{\lambda-1}}-q_{1} e^{\lambda_{2}^{+} z}\right] e^{-\mu z}, \text { as } z \rightarrow-\infty \tag{6.9}
\end{equation*}
$$

and

$$
p(z)=q_{2} e^{\left(\lambda_{1}^{+}-\mu\right) z}=q_{2}, \text { as } z \rightarrow+\infty .
$$

From the boundary condition in (3.1), we see that $q_{2}=\omega$. But we need to derive the asymptotic decay rate of $p(z)$ as $z \rightarrow+\infty$ since $\lambda_{1}^{+}-\mu=0$. From (3.1), we see that the dynamics of $q(z)$ as $z \rightarrow+\infty$ is determined by the equation $\varepsilon p^{\prime \prime}+c p^{\prime}=0$, which yields that $p(z)-\omega \sim e^{-\frac{c}{\varepsilon} z}$. Noticing that $\mu<0$, we can directly verify that $s \geq 2 \sqrt{\varepsilon \eta} \Longleftrightarrow c \geq 0$. But when $c=0$, the equation (3.1) becomes $\varepsilon p^{\prime \prime}=$ $\alpha e^{-k z} p^{\lambda}>0$, which means that $p$ is convex and can not satisfies the boundary condition in (3.1). Hence the problem (3.1) has a solution iff $c>0$. To finish the
proof of Proposition 1 (ii), it remains to show the monotonicity of $p$. To this end, we first remark from (6.9) it follows that $p^{\prime}(-\infty)=0$. Then we integrate the equation (6.16) over $(-\infty, z)$ and obtain

$$
p^{\prime}=\alpha e^{-\frac{c}{\varepsilon} z} \int_{-\infty}^{z} e^{\left(\frac{c}{\varepsilon}-k\right) \xi} p(\xi) d \xi>0
$$

for all $z \in(-\infty, \infty)$ since $p(\xi) \geq 0$ and $p(\xi) \not \equiv 0$ for all $\xi \in \mathbb{R}$.
Next we proceed to prove Proposition 1 (iii). For the existence, above approach for $\lambda>1$ no longer works for $\lambda=1$ due to the transformation (6.4). In this case, we define a change of independent variable with an idea of [6]

$$
\tau=e^{-\frac{c}{\varepsilon} z}
$$

namely $\frac{d}{d z}=-\frac{c}{\varepsilon} e^{-\frac{c}{\varepsilon} z} \frac{d}{d \tau}=-\frac{c}{\varepsilon} \tau \frac{d}{d \tau}$. It is clear $\tau \in[0, \infty)$ and

$$
\tau= \begin{cases}0, & \text { if } z=+\infty \\ \infty, & \text { if } z=-\infty\end{cases}
$$

By defining $w(\tau)=p(-\varepsilon \ln \tau / c)$, we obtain from (3.1) that $w^{\prime \prime}(\tau)-\frac{\alpha \varepsilon}{c^{2}} e^{\left(\frac{2 c}{\varepsilon}-k\right) z} w(\tau)^{r}$ $=0$, which leads to

$$
\begin{equation*}
w^{\prime \prime}(\tau)=\zeta \tau^{\theta} w(\tau)^{r}, w(0)=\omega, w(\infty)=0 \tag{6.10}
\end{equation*}
$$

where

$$
\zeta=\frac{\alpha \varepsilon}{c^{2}}>0, \theta=\frac{k \varepsilon}{c}-2=\frac{\varepsilon}{d}-2
$$

The equation in (6.10) is a type of linear Emden-Fowler equation [2] and the existence of solutions of (6.10) with condition $w^{\prime}<0$ was guaranteed by [15], as shown in [6]. We proceed to show the uniqueness of solutions. If we let $p_{1}(z)$ and $p_{2}(z)$ be two solutions of (3.1). Then $\tilde{p}(z)=p_{1}(z)-p_{2}(z)$ satisfies

$$
\left\{\begin{array}{l}
\varepsilon \tilde{p}^{\prime \prime}+c \tilde{p}^{\prime}-\alpha e^{-k z} \tilde{p}=0  \tag{6.11}\\
\tilde{p}(-\infty)=0, \tilde{p}(\infty)=0
\end{array}\right.
$$

Then multiplying the first equation of (6.11) by $\tilde{p}$ and integrating the result over $\mathbb{R}$ yields

$$
\int_{\mathbb{R}}\left(\varepsilon\left|\tilde{p}^{\prime}(z)\right|^{2}+\alpha e^{-k z} \tilde{p}^{2}(z)\right) d z=0
$$

which implies that $\tilde{p} \equiv 0$ since $\alpha>0$ and hence the uniqueness is obtained. To finish the proof, it remains to derive the asymptotic behavior of the solutions announced in (iii). We first study the asymptotics as $z \rightarrow \infty$ by considering the following problem

$$
\left\{\begin{array}{l}
\varepsilon p^{\prime \prime}+c p^{\prime}-\alpha e^{-k z} p=0, z \in(0, \infty)  \tag{6.12}\\
p(0)=\varrho, p(\infty)=\omega
\end{array}\right.
$$

where we assume that $p(0)=\varrho$ with $0<\varrho<\omega$.
Denoting $p^{\prime}=\rho$ and $X=\left[\begin{array}{l}p \\ \rho\end{array}\right]$, we can write the first equation of (6.12) as

$$
\begin{equation*}
X^{\prime}=(A+B(z)) X \tag{6.13}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
0 & 1 \\
0 & -\frac{c}{\varepsilon}
\end{array}\right], B(z)=\left[\begin{array}{cc}
0 & 0 \\
\frac{\alpha e^{-k z}}{\varepsilon} & 0
\end{array}\right]
$$

It is straightforward to obtain the eigenvalues of $A$ as

$$
\begin{equation*}
\lambda_{1}=-\frac{c}{\varepsilon}, \quad \lambda_{2}=0 \tag{6.14}
\end{equation*}
$$

with corresponding eigenvectors

$$
\mathbf{x}_{i}=\left[\begin{array}{c}
1 \\
\lambda_{i}
\end{array}\right], i=1,2
$$

Considering the fact that

$$
\int_{0}^{\infty}|B(z)| d z=\frac{\alpha}{\varepsilon} \int_{0}^{\infty} e^{-k z} d z=\frac{\alpha}{\varepsilon k}<\infty
$$

then by Proposition 2, the solution of system (6.13) satisfies

$$
X \sim c_{1} e^{\lambda_{1} z} \mathbf{x}_{1}+c_{2} e^{\lambda_{2} z} \mathbf{x}_{2}, \text { as } z \rightarrow \infty
$$

and hence $p=c_{1} e^{-\frac{c}{\varepsilon} z}+c_{2}$. Applying the boundary condition yields that $c_{1}=\varrho-\omega$ and $c_{2}=\omega$. Therefore it follows that

$$
p-\omega \sim e^{-\frac{c}{\varepsilon} z}, \text { as } z \rightarrow \infty
$$

Next we proceed to explore the asymptotics as $z \rightarrow-\infty$ and consider the problem

$$
\left\{\begin{array}{l}
\varepsilon p^{\prime \prime}+c p^{\prime}-\alpha e^{-k z} p=0, z \in(-\infty, 0)  \tag{6.15}\\
p(-\infty)=0, p(0)=\varrho
\end{array}\right.
$$

Note that the coefficient $e^{-k z}$ is singular at $z=-\infty$, it is unfeasible to treat the problem (6.15) directly. Instead we shall transform the problem to a non-singular problem. To this end, we rewrite the differential equation as

$$
\begin{equation*}
\left(e^{\frac{c}{\varepsilon} z} p^{\prime}\right)^{\prime}-\frac{\alpha}{\varepsilon} e^{(c / \varepsilon-k) z} p=0 \tag{6.16}
\end{equation*}
$$

By change of variables

$$
\begin{equation*}
\tau=e^{-\frac{c}{\varepsilon} z}, \quad q(\tau)=p(-\varepsilon \ln \tau / c) \tag{6.17}
\end{equation*}
$$

we have $p^{\prime}(z)=-\frac{c}{\varepsilon} e^{-\frac{c}{\varepsilon} z} q^{\prime}(\tau)$, where $\tau \in[1, \infty)$ and

$$
\tau= \begin{cases}1, & \text { if } z=0  \tag{6.18}\\ \infty, & \text { if } z=-\infty\end{cases}
$$

Then the substitution of (6.17) into (6.15) yields

$$
\left\{\begin{array}{l}
q^{\prime \prime}(\tau)=\frac{\varepsilon \alpha}{c^{2}} \tau^{\theta} q(\tau), \tau \in[1, \infty)  \tag{6.19}\\
q(1)=\varrho, q(\infty)=0
\end{array}\right.
$$

where

$$
\begin{equation*}
\theta=\frac{\varepsilon k}{c}-2 \tag{6.20}
\end{equation*}
$$

For the convenience to proceed, we let $f(\tau)=\frac{\varepsilon \alpha}{c^{2}} \tau^{\theta}$ and shall apply the results in Proposition 3 to derive the asymptotical behavior of solutions to (6.19). To this end, we need to verify $\int_{1}^{\infty}\left|f^{-\frac{3}{2}} f^{\prime \prime}\right| d \tau<\infty$. Since $f^{\prime \prime}(\tau)=\frac{\varepsilon \alpha}{c^{2}} \theta(\theta-1) \tau^{\theta-2}$ and $-\frac{\theta}{2}-2=-\frac{\varepsilon k}{2 c}-1<-1$, we find that

$$
\begin{aligned}
\int_{1}^{\infty}\left|f^{-\frac{3}{2}} f^{\prime \prime}\right| d \tau & =\frac{\alpha \varepsilon}{c^{2}}|\theta(\theta-1)| \int_{1}^{\infty}\left|f^{-\frac{3}{2}} \tau^{\theta-2}\right| d \tau \\
& \leq \frac{c}{\sqrt{\varepsilon \alpha}}|\theta(\theta-1)| \int_{1}^{\infty} \tau^{-\frac{\theta}{2}-2} d \tau<\infty
\end{aligned}
$$

Then by Proposition 3, the solution of system (6.19) has the following asymptotic behavior as $\tau \rightarrow \infty$ :

$$
\begin{aligned}
q(\tau) \sim[f(\tau)]^{-\frac{1}{4}} e^{-\int_{1}^{\tau}[f(\xi)]^{\frac{1}{2}} d \xi} & =\left(\frac{c^{2}}{\varepsilon \alpha}\right)^{\frac{1}{4}} \tau^{-\frac{\theta}{4}} e^{-\frac{\sqrt{\varepsilon \alpha}}{c} \int_{1}^{\tau} \xi^{\frac{\theta}{2}} d \xi} \\
& =\left(\frac{c^{2}}{\varepsilon \alpha}\right)^{\frac{1}{4}} e^{\frac{2 \sqrt{\varepsilon \alpha}}{c(\theta+2)}} \tau^{-\frac{\theta}{4}} e^{-\frac{2 \sqrt{\varepsilon \alpha}}{c(\theta+2)} \tau^{\frac{\theta}{2}+1}}
\end{aligned}
$$

which along with (6.20) yields

$$
q(\tau) \sim \tau^{-\frac{\varepsilon k-2 c}{4 c}} e^{-\frac{2 \sqrt{\alpha}}{k \sqrt{\varepsilon}} \tau^{\frac{\varepsilon}{2 c}}}
$$

Thanks to (6.17) and (6.18), we have

Hence we obtain the asymptotic behavior of solutions as $z \rightarrow \pm \infty$ for $\lambda=1$, and the proof of Proposition 1 is completed.
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