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A B S T R A C T

In this paper, we develop a reaction–diffusion model with negative toxicant–taxis that incorporates spatiotem-
porally inhomogeneous toxicant input to investigate the impact of toxicants on the competitive dynamics of
two species in a polluted aquatic environment. Here the negative toxicant–taxis models the evasive movement
of avoiding toxicants by species. We establish the global well-posedness of the model, analyze the existence
and stability of spatially homogeneous steady states, and derive sufficient conditions for species extinction
and coexistence. Through linear stability analysis, we identify sufficient conditions on model parameters that
destabilize spatially homogeneous steady states under spatiotemporally uniform toxicant input. Numerical
experiments reveal the influence of key toxicant-related factors (input rate, taxis intensity, and diffusivity)
on competition outcomes and species distributions. Notably, strong negative toxicant–taxis can induce spatial
aggregation and segregation patterns between the species and the toxicant under uniform toxicant input. Our
findings suggest that toxicant–taxis may promote population persistence and coexistence, particularly when the
toxicant input is not uniform in space and time and the toxicant does not diffuse fast (i.e. weak diffusivity).
However, strong toxicant diffusion can diminish the impact of taxis, adversely affecting population persistence
and species coexistence.
1. Introduction

Over the last few decades, aquatic ecosystems have increasingly
been burdened by a variety of toxic substances. These include heavy
metals, pesticides, microplastics, and radioactive elements, which orig-
inate from a range of sources such as industrial waste, agricultural
runoff, and natural resource extraction. These toxic substances can
negatively impact the health and survival of individual organisms,
disrupt breeding patterns and growth rates within populations, and
ultimately alter the structure and function of complex aquatic com-
munities. Monitoring and regulating these pollutants is essential for
protecting aquatic environments. Several studies have proposed guide-
lines for water quality and innovative strategies to mitigate pollution
in aquatic settings [1–7]. Additionally, assessing the impacts of toxi-
cants in contaminated water bodies and deciphering the dynamics that
influence species survival and biodiversity maintenance has become a
paramount focus.

The ecological risks associated with toxicants have predominantly
been studied in terms of their effects on individual organisms, in-
cluding their reproductive capacity, survival rates, and development,
within controlled laboratory settings and over short periods of time.
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However, in order to develop successful strategies for environmental
management, it is imperative to comprehend the long-term effects
of toxicants on the health of whole ecosystems. In this context, the
use of mathematical models is crucial for converting the observed
effects on individuals into an understanding of their implications at the
population level. Numerous researchers have developed discrete-time
difference equation models [8–11] and continuous-time ordinary differ-
ential equation (ODE) models [12–19] to explore the intricate dynamics
between species and toxicants in contaminated aquatic ecosystems.
Nevertheless, these models do not account for the spatial dispersal
of populations and toxicants, even though both populations and tox-
icants have the potential to spread across space as a result of factors
including active movement of organisms and passive diffusion driven
by turbulent water. In a recent study [20], we introduced a diffusive
population–toxicant model with negative toxicant–taxis to describe
the dynamics between a population and a toxicant in contaminated
lake environments. This model accounts for the spatial dispersal of
both populations and toxicants and integrates the adaptive behavioral
responses of the population to toxicant exposure (i.e evasive movement
of avoiding toxicants). Specifically, it describes how individuals move
https://doi.org/10.1016/j.mbs.2024.109341
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away from high-toxicant zones to regions with lower concentrations,
iming to enhance their survival, growth, and reproduction. The model

allows us to explore the effects of various factors on the population’s
persistence and spatial distribution. These factors include the input
of toxicants, their negative impact on population growth, and the
dispersal behaviors of both the population and the toxicant.

It is important to note that the aforementioned models only de-
scribe the effects of toxicants on individual species. These models fall
hort of predicting the impact of environmental toxicants on species
nteractions. Species interactions, including competition, predation,
nd mutualism, are ubiquitous and play essential roles in maintaining
cosystem balance, promoting biodiversity, and ensuring the long-term
ealth and stability of ecosystems. When two competing species coexist

in a contaminated aquatic ecosystem, it is possible for two competing
species to have different levels of vulnerability to toxicants. In this
study, we aim to explore the impact of toxicants on the interspecific
competition within a polluted aquatic environment. To achieve this,

e extend the diffusive population–toxicant model presented in [20]
o develop a model that describes the interacting dynamics between

two competing species and a toxicant. This novel model comprises
three reaction–diffusion equations. The first two equations govern the
population dynamics of two competing species, incorporating the ef-
fects of toxicants, interspecific competition, and spatial dispersal. The
third equation describes the dynamics of the toxicant, encompassing
ts diffusion, introduction into the environment, and degradation. This
odel can be used to elucidate the influence of the interplay between

arious factors, including the rate of toxicant input, the intensity of
oxicant–taxis, and the diffusion capacity of toxicant, on competition
utcomes and species distributions.

This paper is organized as follows. Section 2 introduces a spa-
tiotemporal model that describes the interacting dynamics between two
competing species and a toxicant within a polluted aquatic environ-
ment. Section 3 outlines the main analytical results for our model,
ncluding the global existence of classical solutions and their asymp-
otic behavior under specific conditions. The global existence of these
lassical solutions is proven in Section 4, with detailed proofs of their

asymptotic behavior provided in Section 5. In Section 6, we conduct
a linear stability analysis to identify parameter conditions leading to
the instability of homogeneous steady states, suggesting the possibility
of pattern formation. Section 7 presents numerical simulations demon-
strating the emergence of spatial aggregation and segregation patterns
rom our model. Furthermore, we numerically investigate how the

toxicant input pattern, the strength of toxicant–taxis, and the dispersal
characteristics of the toxicant impact the competitive outcomes and
spatial distributions of the two competing species. Finally, Section 8
concludes with a summary of our findings and proposes potential
venues for future research.

2. Model formulation

We consider two species inhabiting the same polluted aquatic en-
ironment, where they compete for shared resources. Let 𝛺 represent
he habitat of these species, defined as a bounded domain in R𝑛 with
 smooth boundary, denoted by 𝜕 𝛺. We denote the densities of the

two species at location 𝑥 and time 𝑡 by 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡), respectively.
Additionally, let 𝑤(𝑥, 𝑡) represent the concentration of the toxicant at
location 𝑥 and time 𝑡. The interaction between these two species and
the toxicant can be described by the following mathematical model:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑢𝑡 = 𝑑1𝛥𝑢 + 𝜒1∇ ⋅ (𝑢∇𝑤) + 𝑢(𝑎 − 𝑏1𝑢 − 𝑐1𝑣 − 𝑘1𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑣𝑡 = 𝑑1𝛥𝑣 + 𝜒2∇ ⋅ (𝑣∇𝑤) + 𝑣(𝑎 − 𝑏2𝑢 − 𝑐2𝑣 − 𝑘2𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑤𝑡 = 𝑑2𝛥𝑤 +𝐻(𝑥, 𝑡) − 𝑞 𝑤 − 𝑝1𝑢𝑤 − 𝑝2𝑣𝑤, 𝑥 ∈ 𝛺 , 𝑡 > 0,

∇𝑢 ⋅ 𝒏 = ∇𝑣 ⋅ 𝒏 = ∇𝑤 ⋅ 𝒏 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,

(𝑢, 𝑣, 𝑤)(𝑥, 0) = (𝑢0, 𝑣0, 𝑤0)(𝑥), 𝑥 ∈ 𝛺 .

(2.1)

2 
In the model, the parameters 𝑏𝑖, 𝑐𝑖, 𝑑𝑖, 𝑘𝑖, 𝑝𝑖 (for 𝑖 = 1, 2) and 𝑎, 𝑞 are all
positive constants, with the exception that 𝜒1 and 𝜒2 are non-negative.

The first and second equations of (2.1) describe the growth and
spatial dispersal of species 𝑢 and species 𝑣, respectively, under the
nfluence of toxicant and competition. The terms 𝑑1𝛥𝑢 and 𝑑1𝛥𝑣 repre-
ent the random diffusion of the populations with a common diffusion

coefficient 𝑑1. The toxicant–taxis terms 𝜒1∇ ⋅ (𝑢∇𝑤) and 𝜒2∇ ⋅ (𝑣∇𝑤)
signify the evasive movement of individuals from areas with high
toxicant concentrations to areas with low toxicant concentrations. This
movement is directed opposite to the toxicant gradient with 𝜒𝑖 (𝑖 = 1, 2)
being the corresponding taxis coefficients. The parameter 𝑎 represents
the intrinsic growth rate of the species. The parameters 𝑏1 and 𝑐2 denote
the intra-specific competition coefficients, which describe the effects
of competition within each species. In contrast, the parameters 𝑏2 and
𝑐1 represent the inter-specific competition coefficients, which capture
the effects of competition between the two species. The terms 𝑘1𝑤 and
𝑘2𝑤 quantify the impact of the toxicant on the population growth rates,
where 𝑘1 and 𝑘2 are the corresponding effect coefficients that measure
the sensitivity of each species to the toxicant.

The third equation of (2.1) represents a balance equation for the
concentration of toxicant in the environment. The parameter 𝑑2 rep-
resents the diffusion coefficient of the toxicant. The function 𝐻(𝑥, 𝑡)
describes the location- and time-dependent input rate at which the
exogenous toxicant enters the habitat. The parameter 𝑞 denotes the per
unit output rate of toxicant due to various factors, such as microbial
degradation, environmental detoxification, and so on. The toxicant
uptake rates by the populations from the environment, given by 𝑝1𝑢𝑤
and 𝑝2𝑣𝑤, are modeled according to the law of mass action and are
therefore proportional to both the concentration of contaminant and
the population density, where 𝑝1 and 𝑝2 are the respective uptake
coefficients.

The fourth line of (2.1) represents zero-flux boundary conditions
corresponding to the first three equations, indicating that no individu-
ls or toxicant enter or leave the habitat 𝛺 across its boundary, where
is the outward unit vector of 𝜕 𝛺. The last line of (2.1) specifies the

initial spatial distributions of the two species and the toxicant.
Model (2.1) extends not only the toxicant-dependent competition

model proposed in [21], which is a system of ordinary differential
quations, but also the toxicant-mediated reaction–diffusion equation
odel presented in [22], where the two species do not interact with

each other directly; instead, their interactions are mediated through the
effects of the toxicant.

In the absence of toxicant, model (2.1) simplifies to the following
classical reaction–diffusion Lotka–Volterra competition model:
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑢𝑡 = 𝑑1𝛥𝑢 + 𝑢(𝑎 − 𝑏1𝑢 − 𝑐1𝑣), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑣𝑡 = 𝑑1𝛥𝑣 + 𝑣(𝑎 − 𝑏2𝑢 − 𝑐2𝑣), 𝑥 ∈ 𝛺 , 𝑡 > 0,

∇𝑢 ⋅ 𝒏 = ∇𝑣 ⋅ 𝒏 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,

(𝑢, 𝑣)(𝑥, 0) = (𝑢0, 𝑣0)(𝑥), 𝑥 ∈ 𝛺 ,

(2.2)

which has been extensively studied in the literature (see [23–26] and
references therein). It has been shown that the global dynamics of
solutions for model (2.2) is determined by the reaction coefficients
𝑎, 𝑏𝑖, 𝑐𝑖 (𝑖 = 1, 2) (cf. [23,26]). Specifically (2.2) has four equilibria
(0, 0),

(

𝑢𝐴, 0
)

,
(

0, 𝑣𝐵
)

and
(

𝑢∗, 𝑣∗
)

, where 𝑢𝐴 = 𝑎
𝑏1
, 𝑣𝐵 = 𝑎

𝑐2
, 𝑢∗ =

𝑎(𝑐2−𝑐1)
𝑏1𝑐2−𝑏2𝑐1

, 𝑣∗ = 𝑎(𝑏1−𝑏2)
𝑏1𝑐2−𝑏2𝑐1

. Let 𝑏̃ ∶= 𝑏1∕𝑏2, ̃𝑐 ∶= 𝑐1∕𝑐2. Then the positive
oexistence equilibrium

(

𝑢∗, 𝑣∗
)

is globally asymptotically stable if 𝑐 <
1 < 𝑏̃ (weak competition), and the competitive exclusion equilibrium
(

𝑢𝐴, 0
)

(resp.
(

0, 𝑣𝐵
)

) is globally asymptotically stable if 1 > max{𝑏̃, ̃𝑐}
(resp. 1 < min{𝑏̃, ̃𝑐}). If 𝑏̃ < 1 < 𝑐 (strong competition), the coexistence
steady state

(

𝑢∗, 𝑣∗
)

is unstable, while both
(

𝑢𝐴, 0
)

and
(

0, 𝑣𝐵
)

are

locally stable depending on the initial data.



X. Deng et al.

𝑢

𝜒

a

(

b

𝑤

a

(
w

s

w

ℎ

𝐸

s
t

Mathematical Biosciences 379 (2025) 109341 
For the simplicity of analysis, we nondimensionalize model (2.1) by
the rescalings

̂ =
𝑏1𝑢
𝑎
, 𝑣̂ = 𝑐2𝑣

𝑎
, 𝑤̂ =

𝑘2𝑤
𝑎
, 𝑡 = 𝑎𝑡, 𝑥̂ =

√

𝑎
𝑑1
𝑥, 𝜒̂1 =

𝑎𝜒1
𝑑1𝑘2

,

̂2 =
𝑎𝜒2
𝑑1𝑘2

, 𝐻̂(𝑥̂, 𝑡) = 𝑘2𝐻(𝑥, 𝑡)
𝑎2

, 𝑞 = 𝑞
𝑎
, 𝑝̂1 =

𝑝1
𝑏1
, 𝑝̂2 =

𝑝2
𝑐2
,

𝑏̂ =
𝑏2
𝑏1
, 𝑐 = 𝑐1

𝑐2
, 𝑑 =

𝑑2
𝑑1
, 𝑘 =

𝑘1
𝑘2
.

Dropping the hats for notational convenience, system (2.1) reduces to
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑢𝑡 = 𝛥𝑢 + 𝜒1∇ ⋅ (𝑢∇𝑤) + 𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑣𝑡 = 𝛥𝑣 + 𝜒2∇ ⋅ (𝑣∇𝑤) + 𝑣(1 − 𝑏𝑢 − 𝑣 −𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑤𝑡 = 𝑑 𝛥𝑤 +𝐻(𝑥, 𝑡) − 𝑞 𝑤 − 𝑝1𝑢𝑤 − 𝑝2𝑣𝑤, 𝑥 ∈ 𝛺 , 𝑡 > 0,

∇𝑢 ⋅ 𝒏 = ∇𝑣 ⋅ 𝒏 = ∇𝑤 ⋅ 𝒏 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,

(𝑢, 𝑣, 𝑤)(𝑥, 0) = (𝑢0, 𝑣0, 𝑤0)(𝑥), 𝑥 ∈ 𝛺 .

(2.3)

For the toxicant input rate 𝐻(𝑥, 𝑡), we make the following basic assump-
tion:

() 𝐻(𝑥, 𝑡) ∈ 𝐶(𝛺̄ × [0,∞)) is a nonnegative and bounded function.

We shall explore the local and global dynamics of (2.3) with constant
nd non-constant input rate function 𝐻(𝑥, 𝑡) in the subsequent sections.

3. Main results

The first issue concerned is the global well-posedness of solutions to
2.3). For 𝑛 = 2, the global existence and boundedness of solutions of

(2.3) can be established for any 𝜒𝑖 ≥ 0 (𝑖 = 1, 2) by slightly modifying
the arguments of [20]. Hence below we state the global existence and
oundedness of solutions of (2.3) for 𝑛 ≥ 3 only.

Theorem 3.1. Let 𝛺 ⊂ R𝑛 (𝑛 ≥ 3) be a bounded domain with
smooth boundary and the hypothesis () hold. Assume that (𝑢0, 𝑣0, 𝑤0) ∈
[𝑊 1,𝑝(𝛺)]3 with 𝑝 > 𝑛 and 𝑢0, 𝑣0, 𝑤0 ≥ 0(≢ 0), and 𝜒𝑖 (𝑖 = 1, 2) satisfy
0 ≤ 𝜒𝑖 ≤

2𝑑
3(𝑛 + 2)(1 + 𝑑)𝑤̃ (3.1)

with

̃ ∶= max{‖𝑤0‖𝐿∞(𝛺), 𝑤̄}, 𝑤̄ ∶= 𝐻̄
𝑞
and 𝐻̄ ∶= max

(𝑥,𝑡)∈(𝛺̄×[0,∞))
𝐻(𝑥, 𝑡). (3.2)

Then system (2.3) has a unique global classical solution (𝑢, 𝑣, 𝑤) ∈
[𝐶(𝛺 × [0,∞)) ∩ 𝐶2,1(𝛺 × (0,∞))]3 satisfying 𝑢, 𝑣, 𝑤 > 0 for all 𝑡 > 0 and

‖𝑢(⋅, 𝑡)‖𝐿∞(𝛺) + ‖𝑣(⋅, 𝑡)‖𝐿∞(𝛺) + ‖𝑤(⋅, 𝑡)‖𝑊 1,∞(𝛺) ≤ 𝐶 ,
where 𝐶 > 0 is a constant independent of 𝑡. Furthermore, 0 < 𝑤 ≤ 𝑤̃ for
ll 𝑡 > 0.

The second main issue to be addressed is how the discharged
toxicant will affect a balanced aquatic ecosystem where interacting
species coexist. To this end, we assume 0 < 𝑏, 𝑐 < 1 for which two
competing species coexist in the absence of toxicant as mentioned in
Section 2. Moreover, for the sake of analytical convenience, we will
assume 𝑝1 = 𝑝2 = 𝑞 = 1 since they are not within the focus of this
paper. Consequently, system (2.3) becomes
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑢𝑡 = 𝛥𝑢 + 𝜒1∇ ⋅ (𝑢∇𝑤) + 𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑣𝑡 = 𝛥𝑣 + 𝜒2∇ ⋅ (𝑣∇𝑤) + 𝑣(1 − 𝑏𝑢 − 𝑣 −𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑤𝑡 = 𝑑 𝛥𝑤 +𝐻(𝑥, 𝑡) −𝑤 − 𝑢𝑤 − 𝑣𝑤, 𝑥 ∈ 𝛺 , 𝑡 > 0,

∇𝑢 ⋅ 𝒏 = ∇𝑣 ⋅ 𝒏 = ∇𝑤 ⋅ 𝒏 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,

(𝑢, 𝑣, 𝑤)(𝑥, 0) = (𝑢0, 𝑣0, 𝑤0)(𝑥), 𝑥 ∈ 𝛺 .

(3.3)

Next, we investigate the large-time behavior of solutions to system
3.3). For the asymptotic dynamics, in addition to the hypothesis (),
e require another assumption on the function 𝐻(𝑥, 𝑡):
3 
(1) lim𝑡→∞𝐻(𝑥, 𝑡) = ℎ0 uniform in 𝑥 ∈ 𝛺̄ and ∫ ∞
0 ∫𝛺(𝐻(𝑥, 𝑡) −

ℎ0)2𝑑 𝑥𝑑 𝑡 <∞, where ℎ0 is a nonnegative constant.

We shall demonstrate that the asymptotic behavior of the solution to
system (3.3) can be approximated by the asymptotic behavior of the
olution to the following system:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑢𝑡 = 𝛥𝑢 + 𝜒1∇ ⋅ (𝑢∇𝑤) + 𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑣𝑡 = 𝛥𝑣 + 𝜒2∇ ⋅ (𝑣∇𝑤) + 𝑣(1 − 𝑏𝑢 − 𝑣 −𝑤), 𝑥 ∈ 𝛺 , 𝑡 > 0,

𝑤𝑡 = 𝑑 𝛥𝑤 + ℎ0 −𝑤 − 𝑢𝑤 − 𝑣𝑤, 𝑥 ∈ 𝛺 , 𝑡 > 0,

∇𝑢 ⋅ 𝒏 = ∇𝑣 ⋅ 𝒏 = ∇𝑤 ⋅ 𝒏 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,

(𝑢, 𝑣, 𝑤)(𝑥, 0) = (𝑢0, 𝑣0, 𝑤0)(𝑥), 𝑥 ∈ 𝛺 .

(3.4)

To achieve this, we first examine the existence and stability of spatially
homogeneous steady states of system (3.4). For the sake of convenience,

e will frequently employ the following notations:

𝛼 ∶= 3 − 𝑏 − 𝑐 − 𝑏𝑐 , 𝛽 ∶= 1 − 𝑐 + 𝑘(1 − 𝑏),
ℎ1 ∶=

(1 − 𝑏)(2 − 𝑏𝑘 − 𝑘)
(1 − 𝑏𝑘)2 , ℎ2 ∶=

(1 − 𝑐)(2𝑘 − 1 − 𝑐)
(𝑘 − 𝑐)2

,

3 ∶=
𝛼2

4(1 − 𝑏𝑐)𝛽 , ℏ1 ∶=
3(𝑘 + 1) +

√

9(1 − 𝑘)2 + 4𝑘
2𝑘

,

ℏ2 ∶=
1

𝑘 + 1 , ℏ3 =
[4 − (𝑏 + 𝑐)2]{𝛼[4 + (𝑘 + 1)2] − 𝛽[4 − (𝑏 + 𝑐)2]}

(1 − 𝑏𝑐)[4 + (𝑘 + 1)2]2 ,

𝜅1 ∶=
1 + 𝑏 + 𝑐 − 3𝑏𝑐

(1 − 𝑏)2 + (1 + 𝑏)(1 − 𝑏𝑐) , 𝜅2 ∶=
(1 − 𝑐)2 + (1 + 𝑐)(1 − 𝑏𝑐)

1 + 𝑏 + 𝑐 − 3𝑏𝑐 .

(3.5)

Remark 3.1. One can easily check that ℎ1 ≤ ℎ3, ℎ2 ≤ ℎ3, ℏ1 >
max{1, 1∕𝑘, ℎ3} and 𝜅1 < 1 < 𝜅2. In particular, ℎ1 = ℎ2 = 1 if 𝑘 = 1.

A spatially homogeneous steady state of system (3.4) is an equilib-
rium of the following ODE system:
⎧

⎪

⎨

⎪

⎩

𝑢𝑡 = 𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤),
𝑣𝑡 = 𝑣(1 − 𝑏𝑢 − 𝑣 −𝑤),
𝑤𝑡 = ℎ0 −𝑤 − 𝑢𝑤 − 𝑣𝑤.

(3.6)

With straightforward calculations, we find that system (3.6) has five
possible equilibria, which are given by

𝐸1 ∶= (0, 0, 𝑤1) = (0, 0, ℎ0),
𝐸2 ∶= (0, 𝑣2, 𝑤2) = (0,

√

1 − ℎ0, 1 −
√

1 − ℎ0),

𝐸3 ∶= (𝑢3, 0, 𝑤3) =
(

√

1 − 𝑘ℎ0, 0,
1 −√

1 − 𝑘ℎ0
𝑘

)

,

𝐸4 ∶= (𝑢4, 𝑣4, 𝑤4)

=
( 1 − 𝑐 + (𝑐 − 𝑘)𝑤4

1 − 𝑏𝑐 ,
1 − 𝑏 + (𝑏𝑘 − 1)𝑤4

1 − 𝑏𝑐 ,
𝛼 +

√

𝛼2 − 4ℎ0(1 − 𝑏𝑐)𝛽
2𝛽

)

,

5 ∶= (𝑢5, 𝑣5, 𝑤5)

=
( 1 − 𝑐 + (𝑐 − 𝑘)𝑤5

1 − 𝑏𝑐 ,
1 − 𝑏 + (𝑏𝑘 − 1)𝑤5

1 − 𝑏𝑐 ,
𝛼 −

√

𝛼2 − 4ℎ0(1 − 𝑏𝑐)𝛽
2𝛽

)

.

(3.7)

We summarize the conditions for the existence and stability of
these equilibria in Table 1, deferring a detailed discussion to Appendix.
Furthermore, we visualize the regions of local stability of equilibria in
the (𝑘, ℎ0) plane, as depicted in Fig. 1.

The following theorem provides sufficient conditions under which
the solutions of system (3.3) converge to either extinction or coexis-
tence steady states.

Theorem 3.2 (Global Stability). Suppose that the conditions in Theorem 3.1
and the additional hypothesis (1) of 𝐻(𝑥, 𝑡) hold, and (𝑢, 𝑣, 𝑤) is the
olution of system (3.3) obtained in Theorem 3.1 with 0 < 𝑏, 𝑐 < 1. Then
he following results hold:
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Table 1
The conditions for the existence and stability of the equilibria of the ODE system (3.6) with 0 < 𝑏, 𝑐 < 1.

Equilibria Existence Local stability Instability

𝐸1 Always ℎ0 > max{1∕𝑘, 1} ℎ0 < max{1∕𝑘, 1}

𝐸2 ℎ0 < 1 𝑘 > 1, ℎ2 < ℎ0 < 1

⎧

⎪

⎨

⎪

⎩

𝑘 ≤ 1, ℎ0 < 1 or

𝑘 > 1, ℎ0 < ℎ2

𝐸3 ℎ0 < 1∕𝑘 𝑘 < 1, ℎ1 < ℎ0 < 1∕𝑘

⎧

⎪

⎨

⎪

⎩

𝑘 ≥ 1, ℎ0 < 1∕𝑘 or

𝑘 < 1, ℎ0 < ℎ1

𝐸4

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜅1 < 𝑘 < 1, ℎ1 < ℎ0 < ℎ3 or

𝑘 = 1, 1 < ℎ0 < ℎ3 or

1 < 𝑘 < 𝜅2 , ℎ2 < ℎ0 < ℎ3
/ Always unstable

𝐸5

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝑘 < 1, ℎ0 < ℎ1 or

𝜅1 < 𝑘 < 1, ℎ1 ≤ ℎ0 < ℎ3 or

𝑘 = 1, ℎ0 < ℎ3 or

𝑘 > 1, ℎ0 < ℎ2 or

1 < 𝑘 < 𝜅2 , ℎ2 ≤ ℎ0 < ℎ3

Stable as long as it exists /
w

p

s

h

Fig. 1. A schematic of local stability regions for the ODE system (3.6) with 0 < 𝑏, 𝑐 < 1,
here LAS stands for ‘‘locally asymptotically stable’’.

(i) Assume that ℎ0 > ℏ1, then
‖(𝑢, 𝑣, 𝑤) − (0, 0, 𝑤1)‖𝐿∞(𝛺) → 0 as 𝑡→ ∞. (3.8)

(ii) Assume that 𝑤5
4𝑑 (𝜒

2
1 𝑢5+𝜒

2
2 𝑣5) ≤ 1 and one of the following conditions

holds:

∙ 𝑘 ≤ 1, ℎ0 < min{ℎ1, ℏ3}.
∙ 𝑘 > 1, ℎ0 < min{ℎ2, ℏ3}.

Then

‖(𝑢, 𝑣, 𝑤) − (𝑢5, 𝑣5, 𝑤5)‖𝐿∞(𝛺) → 0 as 𝑡 → ∞. (3.9)

The result in Theorem 3.2(i) asserts that the species will go ex-
tinction if the toxicant input rate is large irrespective of the dispersal
trategies (both random diffusion and negative toxicant–taxis). How-

ever, the result in Theorem 3.2(ii) asserts that if the toxicant input
ate is suitably small, then the two species with weak competition can

coexist with the toxicant uniformly in space and time.

4. Boundedness of solutions (Proof of Theorem 3.1)

The proof of Theorem 3.1 consists of two parts: local existence and
 priori estimates. In the sequel, we denote ∫𝛺 𝑓 (⋅, 𝑡)𝑑 𝑥 and ∫ 𝑡0 ∫𝛺 𝑓 (⋅, 𝑠)
𝑑 𝑥𝑑 𝑠 by ∫ 𝑓 and ∫ 𝑡 ∫ 𝑓 , respectively. In addition, we write ‖⋅‖ =
𝛺 0 𝛺 𝐿𝑝(𝛺)

4 
‖ ⋅‖𝐿𝑝 for short, and use 𝐶 or 𝐶𝑖(𝑖 = 1, 2,…) to denote generic constants
hich may vary in the context.

4.1. Preliminary results

First, the existence of local-in-time classical solutions of system (2.3)
can be readily shown by the Amann theorem (see [27,28]) and the
ositivity of solutions can be proved by the strong maximum principle.

Lemma 4.1 (Local Existence). Let the assumptions in Theorem 3.1 hold.
Then there exists a constant 𝑇max > 0 such that system (2.3) has a
unique classical solution (𝑢, 𝑣, 𝑤) ∈ [𝐶(𝛺 × [0, 𝑇max)) ∩ 𝐶2,1(𝛺 × (0, 𝑇max))]3

atisfying 𝑢, 𝑣, 𝑤 > 0 for all 𝑡 ∈ (0, 𝑇max). Moreover,
if 𝑇max < ∞, then lim

𝑡↗𝑇max
(‖𝑢(⋅, 𝑡)‖𝐿∞ + ‖𝑣(⋅, 𝑡)‖𝐿∞ + ‖𝑤(⋅, 𝑡)‖𝐿∞ ) = ∞.

Lemma 4.2. Let the conditions in Lemma 4.1 hold. Then the solution of
(2.3) satisfies

𝑤(𝑥, 𝑡) ≤ 𝑤̃ for all 𝑡 > 0, (4.1)

where 𝑤̃ is defined by Theorem 3.1.

Proof. Note that 𝑢, 𝑣, 𝑤 > 0 for all 𝑡 > 0 (see Lemma 4.1), we can
show the above result by a comparison principle applied to the third
equation of system (2.3) and omit the proof for brevity. □

Lemma 4.3. Suppose the assumptions in Lemma 4.1 hold and let (𝑢, 𝑣, 𝑤)
be a solution of (2.3). Then one has
‖𝑢(⋅, 𝑡)‖𝐿1 + ‖𝑣(⋅, 𝑡)‖𝐿1 ≤𝑀0 for all 𝑡 ∈ (0, 𝑇max), (4.2)

where 𝑀0 > 0 is a constant independent of 𝑡.

Proof. Integrating the first two equations of (2.3) along with the
omogeneous Neumann boundary conditions, we have
𝑑
𝑑 𝑡 ∫𝛺

(𝑢 + 𝑣) + ∫𝛺
(𝑢 + 𝑣)

= 2∫𝛺
𝑢 − ∫𝛺

𝑢2 − 𝑘∫𝛺
𝑢𝑤 + 2∫𝛺

𝑣 − ∫𝛺
𝑣2 − ∫𝛺

𝑣𝑤 − (𝑏 + 𝑐)∫𝛺
𝑢𝑣.

By the facts that 𝑢, 𝑣, 𝑤 > 0 and the Young inequality, we have
𝑑
𝑑 𝑡 ∫𝛺(𝑢 + 𝑣) + ∫𝛺

(𝑢 + 𝑣) ≤ 2∫𝛺
𝑢 − ∫𝛺

𝑢2 + 2∫𝛺 𝑣 − ∫𝛺
𝑣2

≤ 1 𝑢2 + 2|𝛺| − 𝑢2 + 1 𝑣2 + 2|𝛺| − 𝑣2,

2 ∫𝛺 ∫𝛺 2 ∫𝛺 ∫𝛺
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then
𝑑
𝑑 𝑡 ∫𝛺

(𝑢 + 𝑣) + ∫𝛺
(𝑢 + 𝑣) + 1

2 ∫𝛺
(𝑢2 + 𝑣2) ≤ 4|𝛺|,

which together with the Gronwall inequality yields (4.2). □

Lemma 4.4. Suppose the assumptions in Lemma 4.1 hold and let (𝑢, 𝑣, 𝑤)
be a solution of system (2.3). If there exists 𝑟 > 𝑛∕2 such that

sup
𝑡∈(0,𝑇𝑚𝑎𝑥)

‖𝑢(⋅, 𝑡)‖𝐿𝑟 + sup
𝑡∈(0,𝑇𝑚𝑎𝑥)

‖𝑣(⋅, 𝑡)‖𝐿𝑟 ≤𝑀1 (4.3)

for some constant 𝑀1 > 0. Then there is a constant 𝐶 > 0 independent of 𝑡
such that
‖𝑢(⋅, 𝑡)‖𝐿∞ + ‖𝑣(⋅, 𝑡)‖𝐿∞ + ‖𝑤(⋅, 𝑡)‖𝑊 1,∞ ≤ 𝐶 for all 𝑡 ∈ (0, 𝑇max).

Proof. The proof is the same as that of [29, Lemma 3.1]. We omit the
details here. □

4.2. A priori estimates

Now we are devoted to proving Theorem 3.1 by deriving a uniform
bound for 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡) in 𝐿𝑟(𝛺) with 𝑟 = 𝑛

2 + 1. We first introduce
a weight function to be used later.

Lemma 4.5. Let 𝑤̃ be given by (3.2), 𝜒𝑖 (𝑖 = 1, 2) satisfy (3.1) and
𝑟 = 𝑛

2 + 1. For all 𝜁 ∈ [0, 𝑤̃] and 𝜎 ∶= 𝑑(𝑟−1)
6𝑟|(1+𝑑)𝑤̃|2

, we define a function
𝜇(𝜁 ) ∶= 𝑒𝜎 𝜁2 . (4.4)

Then it follows that
(1 + 𝑑)2
𝑟 − 1

𝜇′2(𝜁 )
𝜇(𝜁 )

+ 𝜒2
𝑖 (𝑟 − 1)𝜇(𝜁 ) + 𝜒𝑖𝜇′(𝜁 ) ≤ 𝑑

𝑟
𝜇′′(𝜁 ). (4.5)

Proof. Clearly to prove, (4.5), it amounts to show the following
inequality:
𝐽1(𝜁 ) + 𝐽2(𝜁 ) + 𝐽3(𝜁 )

𝐽4(𝜁 )
≤ 1, (4.6)

where

𝐽1(𝜁 ) ∶=
(1 + 𝑑)2
𝑟 − 1

𝜇′2(𝜁 )
𝜇(𝜁 )

, 𝐽2(𝜁 ) ∶= 𝜒2
𝑖 (𝑟 − 1)𝜇(𝜁 ),

𝐽3(𝜁 ) ∶= 𝜒𝑖𝜇
′(𝜁 ), 𝐽4(𝜁 ) ∶= 𝑑

𝑟
𝜇′′(𝜁 ). (4.7)

By tedious calculations, we have that, for 𝜁 ∈ [0, 𝑤̃],
𝐽1(𝜁 )
𝐽4(𝜁 )

= 2𝑟
𝑟 − 1

(1 + 𝑑)2𝜎 𝜁2
𝑑 + 2𝑑 𝜎 𝜁2 ≤ 2𝑟

𝑟 − 1
(1 + 𝑑)2𝜎 𝜁2

𝑑
≤ 2𝑟
𝑟 − 1

(1 + 𝑑)2𝜎𝑤̃2

𝑑
= 1∕3,

(4.8)

𝐽2(𝜁 )
𝐽4(𝜁 )

=
𝑟(𝑟 − 1)𝜒2

𝑖 𝜇(𝜁 )
2𝑑 𝜎 𝜇(𝜁 ) + 4𝑑 𝜎2𝜁2𝜇(𝜁 ) ≤

𝑟(𝑟 − 1)𝜒2
𝑖

2𝑑 𝜎 =
3𝑟2(1 + 𝑑)2𝜒2

𝑖 𝑤̃
2

𝑑2
≤ 1∕3,

(4.9)

and
𝐽3(𝜁 )
𝐽4(𝜁 )

=
2𝑟𝜒𝑖𝜎 𝜁 𝜇(𝜁 )

2𝑑 𝜎 𝜇(𝜁 ) + 4𝑑 𝜎2𝜁2𝜇(𝜁 ) ≤
𝑟𝜒𝑖𝜁
𝑑

≤
𝑟𝜒𝑖𝑤̃
𝑑

≤ 𝑟𝑤̃
𝑑

𝑑
3𝑟(1 + 𝑑)𝑤̃ = 1

3(1 + 𝑑) < 1∕3. (4.10)

Combining (4.8), (4.9) and (4.10), we obtain (4.6), which gives (4.5)
nd completes the proof. □

Lemma 4.6. Suppose the assumptions in Lemma 4.1 hold and let (𝑢, 𝑣, 𝑤)
be a solution of system (2.3). Let 𝜒𝑖 (𝑖 = 1, 2) satisfy (3.1) and 𝑟 = 𝑛

2 + 1.
hen

‖𝑢(⋅, 𝑡)‖𝐿𝑟 + ‖𝑣(⋅, 𝑡)‖𝐿𝑟 ≤ 𝐶 for all 𝑡 ∈ (0, 𝑇max), (4.11)
where 𝐶 > 0 is a constant independent of 𝑡.
5 
Proof. The definition of 𝜇(𝜁 ) implies

𝜇′(𝑤(𝑥, 𝑡)) = 2𝜎 𝑤(𝑥, 𝑡)𝜇(𝑤(𝑥, 𝑡)) > 0. (4.12)

It follows from (4.1) that

1 ≤ 𝜇(𝑤(𝑥, 𝑡)) ≤ 𝜇(𝑤̃) for all (𝑥, 𝑡) ∈ 𝛺 × (0, 𝑇𝑚𝑎𝑥). (4.13)

Using the equations in system (2.3), we have
1
𝑟
𝑑
𝑑 𝑡 ∫𝛺

𝑢𝑟𝜇(𝑤) = ∫𝛺
𝑢𝑟−1𝜇(𝑤)[𝛥𝑢 + 𝜒1∇ ⋅ (𝑢∇𝑤) + 𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤)]

+ 1
𝑟 ∫𝛺

𝑢𝑟𝜇′(𝑤)[𝑑 𝛥𝑤 +𝐻(𝑥, 𝑡) − 𝑞 𝑤 − 𝑝1𝑢𝑤 − 𝑝2𝑣𝑤]

= −(𝑟 − 1)∫𝛺
𝑢𝑟−2𝜇(𝑤)|∇𝑢|2 − ∫𝛺

𝑢𝑟−1𝜇′(𝑤)∇𝑢 ⋅ ∇𝑤

− 𝜒1(𝑟 − 1)∫𝛺
𝑢𝑟−1𝜇(𝑤)∇𝑢 ⋅ ∇𝑤 − 𝜒1 ∫𝛺

𝑢𝑟𝜇′(𝑤)|∇𝑤|2

+ ∫𝛺
𝑢𝑟𝜇(𝑤)(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤) − 𝑑 ∫𝛺

𝑢𝑟−1𝜇′(𝑤)∇𝑢 ⋅ ∇𝑤

− 𝑑
𝑟 ∫𝛺

𝑢𝑟𝜇′′(𝑤)|∇𝑤|2

+ 1
𝑟 ∫𝛺

𝑢𝑟𝜇′(𝑤)(𝐻(𝑥, 𝑡) − 𝑞 𝑤 − 𝑝1𝑢𝑤 − 𝑝2𝑣𝑤).

(4.14)

Using the positivity of 𝑢, 𝑣, 𝑤 for all 𝑡 > 0, 𝜇′(𝑤) > 0, 𝑤 ≤ 𝑤̃ and
(4.12)–(4.13), we find

∫𝛺
𝑢𝑟𝜇(𝑤)(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤) + 1

𝑟 ∫𝛺
𝑢𝑟𝜇′(𝑤)(𝐻(𝑥, 𝑡) − 𝑞 𝑤 − 𝑝1𝑢𝑤 − 𝑝2𝑣𝑤)

≤ ∫𝛺
𝑢𝑟𝜇(𝑤)(1 − 𝑢) + 1

𝑟 ∫𝛺
𝑢𝑟𝜇′(𝑤)𝐻(𝑥, 𝑡)

≤ ∫𝛺
𝑢𝑟𝜇(𝑤)(1 + 2𝜎𝑤̃𝐻̄ − 𝑢).

(4.15)

Then we adding 1
𝑟 ∫𝛺 𝑢

𝑟𝜇(𝑤) on both sides of (4.14) and using (4.15),
e get
1
𝑟
𝑑
𝑑 𝑡 ∫𝛺

𝑢𝑟𝜇(𝑤) + 1
𝑟 ∫𝛺

𝑢𝑟𝜇(𝑤) + (𝑟 − 1)∫𝛺
𝑢𝑟−2𝜇(𝑤)|∇𝑢|2

+ 𝑑
𝑟 ∫𝛺

𝑢𝑟𝜇′′(𝑤)|∇𝑤|2

≤ −(1 + 𝑑)∫𝛺
𝑢𝑟−1𝜇′(𝑤)∇𝑢 ⋅ ∇𝑤 − 𝜒1(𝑟 − 1)∫𝛺

𝑢𝑟−1𝜇(𝑤)∇𝑢 ⋅ ∇𝑤

+ 𝜒1 ∫𝛺
𝑢𝑟𝜇′(𝑤)|∇𝑤|2 + ∫𝛺

𝑢𝑟𝜇(𝑤)
(

1 + 1
𝑟
+ 2𝜎𝑤̃𝐻̄ − 𝑢

)

.

(4.16)

Using the Young inequality, we get

− (1 + 𝑑)∫𝛺
𝑢𝑟−1𝜇′(𝑤)∇𝑢 ⋅ ∇𝑤

≤ 𝑟 − 1
4 ∫𝛺

𝑢𝑟−2𝜇(𝑤)|∇𝑢|2 +
(1 + 𝑑)2
𝑟 − 1 ∫𝛺

𝑢𝑟
𝜇′2(𝑤)
𝜇(𝑤)

|∇𝑤|2, (4.17)

and
− 𝜒1(𝑟 − 1)∫𝛺

𝑢𝑟−1𝜇(𝑤)∇𝑢 ⋅ ∇𝑤

≤ 𝑟 − 1
4 ∫𝛺

𝑢𝑟−2𝜇(𝑤)|∇𝑢|2 + 𝜒2
1 (𝑟 − 1)∫𝛺

𝑢𝑟𝜇(𝑤)|∇𝑤|2. (4.18)

The combination (4.16), (4.17) and (4.18) yields
1
𝑟
𝑑
𝑑 𝑡 ∫𝛺

𝑢𝑟𝜇(𝑤) + 1
𝑟 ∫𝛺

𝑢𝑟𝜇(𝑤)

+ 𝑟 − 1
2 ∫𝛺

𝑢𝑟−2𝜇(𝑤)|∇𝑢|2 + 𝑑
𝑟 ∫𝛺

𝑢𝑟𝜇′′(𝑤)|∇𝑤|2

≤ (1 + 𝑑)2
𝑟 − 1 ∫𝛺

𝑢𝑟
𝜇′2(𝑤)
𝜇(𝑤)

|∇𝑤|2 + 𝜒2
1 (𝑟 − 1)∫𝛺

𝑢𝑟𝜇(𝑤)|∇𝑤|2

+ 𝜒1 ∫ 𝑢𝑟𝜇′(𝑤)|∇𝑤|2 + ∫ 𝜇(𝑤)𝑢𝑟
(

1 + 1
𝑟
+ 2𝜎𝑤̃𝐻̄ − 𝑢

)

.

(4.19)
𝛺 𝛺
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It follows from Lemma 4.5 that

(1 + 𝑑)2
𝑟 − 1 ∫𝛺

𝑢𝑟
𝜇′2(𝑤)
𝜇(𝑤)

|∇𝑤|2 + 𝜒2
1 (𝑟 − 1)∫𝛺

𝑢𝑟𝜇(𝑤)|∇𝑤|2

+ 𝜒1 ∫𝛺
𝑢𝑟𝜇′(𝑤)|∇𝑤|2 ≤ 𝑑

𝑟 ∫𝛺
𝑢𝑟𝜇′′(𝑤)|∇𝑤|2. (4.20)

Substituting (4.20) into (4.19), we can find a constant 𝐶1 > 0 such that

1
𝑟
𝑑
𝑑 𝑡 ∫𝛺

𝑢𝑟𝜇(𝑤) + 1
𝑟 ∫𝛺

𝑢𝑟𝜇(𝑤) + 𝑟 − 1
2 ∫𝛺

𝑢𝑟−2𝜇(𝑤)|∇𝑢|2

≤ 𝜇(𝑤̃)∫𝛺
𝑢𝑟
(

1 + 1
𝑟
+ 2𝜎𝑤̃𝐻̄ − 𝑢

)

≤ 𝐶1,

where we have used the fact that 𝑢𝑟(𝜃 − 𝑢) is bounded for any 𝜃 > 0
and 𝑢 ≥ 0. The using (4.13), 𝑢0 ∈ 𝑊 1,𝑝(𝛺) (𝑝 > 𝑛) and the Sobolev
embedding 𝑊 1,𝑝(𝛺) ↪ 𝐿∞(𝛺) ↪ 𝐿𝑟(𝛺), we find that two constants
𝐶2 > 0 and 𝐶3 > 0 such that

‖𝑢(⋅, 𝑡)‖𝑟𝐿𝑟 ≤ ∫𝛺
𝑢𝑟𝜇(𝑤) ≤ max{𝜇(𝑤̃)‖𝑢0‖𝑟𝐿𝑟 , 𝑟𝐶1} ≤ 𝐶2(‖𝑢0‖𝑟𝑊 1,𝑝 + 1) ≤ 𝐶3

for all 𝑡 ∈ (0, 𝑇𝑚𝑎𝑥). Performing the same procedure to 𝑣, we can get a
ositive constant 𝐶4 such that ‖𝑣(⋅, 𝑡)‖𝐿𝑟 ≤ 𝐶4 for all 𝑡 ∈ (0, 𝑇max). This

completes the proof. □

Proof of Theorem 3.1. The combination of Lemma 4.1, Lemmas 4.4
and 4.6 directly gives the global existence and boundedness of solutions
for system (2.3), namely Theorem 3.1.

5. Asymptotic behavior of solutions

In this section, we shall prove the asymptotic behavior of solutions
solving system (3.3) by constructing some proper Lyapunov functionals.
et us first recall a basic result.

Lemma 5.1 ([30, Lemma 1.1]).Let 𝜃 ≥ 0, 𝑚 > 0 be constants, 𝜓(𝑡) ≥ 0,
∞
𝜃 𝜔(𝑡)𝑑 𝑡 < ∞. Assume that 𝜑 ∈ 𝐶1([𝜃 ,∞)), 𝜑 is bounded from below and
atisfies

𝜑′(𝑡) ≤ −𝑚𝜓(𝑡) + 𝜔(𝑡) in [𝜃 ,∞).

If either 𝜓 ∈ 𝐶1([𝜃 ,∞)) and 𝜓 ′(𝑡) ≤ 𝜅 in [𝜃 ,∞) for some constant 𝜅 > 0,
or 𝜓 ∈ 𝐶𝜚([𝜃 ,∞)) and ‖𝜓‖𝐶𝜚([𝜃 ,∞)) ≤ 𝜅 for some constants 0 < 𝜚 < 1 and
𝜅 > 0, then lim𝑡→∞ 𝜓(𝑡) = 0.

Moreover, we need higher regularity of the solution given in the
following.

Lemma 5.2. Let (𝑢, 𝑣, 𝑤) be the unique global bounded classical solution
f system (3.3) given by Theorem 3.1. Then for any given 0 < 𝜚 < 1, there
xists a constant 𝐶 > 0 such that
‖𝑢(⋅, 𝑡)‖

𝐶2+𝜚,1+ 𝜚2 (𝛺̄×[1,∞))
+ ‖𝑣(⋅, 𝑡)‖

𝐶2+𝜚,1+ 𝜚2 (𝛺̄×[1,∞))

+ ‖𝑤(⋅, 𝑡)‖
𝐶2+𝜚,1+ 𝜚2 (𝛺̄×[1,∞))

≤ 𝐶 .

Proof. This proof is based on the standard parabolic regularity the-
ry [31, Theorem 1.3] and standard parabolic Schauder theory [32].

The proof details can follow the same way as the proof [33, Lemma
3.4] and details are omitted for brevity. □

Proof of Theorem 3.2(i). Define the following Lyapunov functional:

1(𝑡) ∶= 1[𝑢(𝑡), 𝑣(𝑡), 𝑤(𝑡)] = 𝛼1 ∫𝛺
𝑢 + 𝛽1 ∫𝛺

𝑣 + 1
2 ∫𝛺

(𝑤 −𝑤1)2,

where 𝛼1 =
𝑤2
1

𝑘𝑤1−2
> 0, 𝛽1 =

𝑤2
1

𝑤1−2
> 0 if ℎ0 > 2 max{1∕𝑘, 1}. First, we

can check that  (𝑡) ≥ 0 for all 𝑡 > 0 due to the positivity of 𝑢, 𝑣. Next,
1

6 
we shall show that there exist two positive constants 𝜂1 and 𝜉1 such
hat
𝑑
𝑑 𝑡1(𝑡) ≤ −𝜂11(𝑡) + 𝜉1 ∫𝛺

(𝐻(𝑥, 𝑡) − ℎ0)2 (5.1)

holds for all 𝑡 > 0, where

1(𝑡) = ∫𝛺
[𝑢2 + 𝑣2 + (𝑤 −𝑤1)2].

The time derivative of the functional 1(𝑡) along trajectories of
system (3.3) is given by
𝑑
𝑑 𝑡1(𝑡) = 𝛼1 ∫𝛺

𝑢𝑡 + 𝛽1 ∫𝛺
𝑣𝑡 + ∫𝛺

(𝑤 −𝑤1)𝑤𝑡

= 𝛼1 ∫𝛺
𝑢(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤) + 𝛽1 ∫𝛺

𝑣(1 − 𝑏𝑢 − 𝑣 −𝑤)

+ ∫𝛺
(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) −𝑤 − 𝑢𝑤 − 𝑣𝑤) − 𝑑 ∫𝛺

|∇𝑤|2

= −∫𝛺

[

𝛼1𝑢
2 + 𝛽1𝑣2 + (𝑤 −𝑤1)2 + (𝛼1𝑘 −𝑤1)𝑢(𝑤 −𝑤1)

+ (𝛽1 −𝑤1)𝑣(𝑤 −𝑤1)
]

−
(

𝛼1𝑘𝑤1 − 𝛼1 −𝑤2
1
)

∫𝛺
𝑢 −

(

𝛽1𝑤1 − 𝛽1 −𝑤2
1
)

∫𝛺
𝑣

− (𝛼1𝑐 + 𝛽1𝑏)∫𝛺
𝑢𝑣

− ∫𝛺
(𝑢 + 𝑣)𝑤2 − 𝑑 ∫𝛺

|∇𝑤|2 + ∫𝛺
(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) − ℎ0)

= −∫𝛺

[

𝛼1𝑢
2 + 𝛽1𝑣2 + (𝑤 −𝑤1)2 +

2𝛼1
𝑤1

𝑢(𝑤 −𝑤1)

+
2𝛽1
𝑤1

𝑣(𝑤 −𝑤1)
]

−𝛼1 ∫𝛺
𝑢 − 𝛽1 ∫𝛺

𝑣

− (𝛼1𝑐 + 𝛽1𝑏)∫𝛺
𝑢𝑣 − ∫𝛺

(𝑢 + 𝑣)𝑤2 − 𝑑 ∫𝛺
|∇𝑤|2

+ ∫𝛺
(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) − ℎ0)

= −∫𝛺
𝛩1𝐴1𝛩

𝑇
1 − 𝛼1 ∫𝛺

𝑢 − 𝛽1 ∫𝛺
𝑣

− (𝛼1𝑐 + 𝛽1𝑏)∫𝛺
𝑢𝑣 − ∫𝛺

(𝑢 + 𝑣)𝑤2

− 𝑑 ∫𝛺
|∇𝑤|2 + ∫𝛺

(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) − ℎ0),

where

𝛩1 = (𝑢, 𝑣, 𝑤 −𝑤1) and 𝐴1 =

⎡

⎢

⎢

⎢

⎣

𝛼1 0 𝛼1
𝑤1

0 𝛽1
𝛽1
𝑤1

𝛼1
𝑤1

𝛽1
𝑤1

1

⎤

⎥

⎥

⎥

⎦

,

and 𝛩𝑇1 denotes the transpose of 𝛩1. It follows from 𝛼1 > 0 and 𝛽1 > 0
that

|𝐴1,1| ∶=
|

|

|

|

|

𝛼1 0
0 𝛽1

|

|

|

|

|

= 𝛼1𝛽1 > 0.

By some calculations, one can check that

|𝐴1| = 𝛼1𝛽1 −
𝛼1𝛽21
𝑤2

1

−
𝛼21𝛽1
𝑤2

1

> 0

is equivalent to
(𝑤1 − 2)(𝑘𝑤1 − 2) > (𝑘 + 1)𝑤1 − 4,
that is
𝑘ℎ20 − 3(𝑘 + 1)ℎ0 + 8 > 0.

Solving the above inequality, one has

ℎ0 < ℏ or ℎ0 > ℏ1,
where

ℏ ∶=
3(𝑘 + 1) −

√

9(1 − 𝑘)2 + 4𝑘

2𝑘



X. Deng et al.

w
o

𝑓
w

1

w

p
𝑏

Mathematical Biosciences 379 (2025) 109341 
and ℏ1 is given by (3.5). By a simple calculation, we obtain that ℏ <
2 max{1∕𝑘, 1} < ℏ1. Then 𝐴1 is a positive definite matrix if ℎ0 > ℏ1. This
means that there exists a positive constant 𝜂1 such that

𝛩1𝐴1𝛩
𝑇
1 ≥ 2𝜂1|𝛩1|

2

based on the Sylvester criterion. Under the condition ℎ0 > ℏ1, one has
that
𝑑
𝑑 𝑡1(𝑡) ≤ −2𝜂11(𝑡) + ∫𝛺

(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) − ℎ0).

Using the Young inequality and the definition of 1(𝑡), we get that
𝑑
𝑑 𝑡1(𝑡) ≤ −2𝜂11(𝑡) + ∫𝛺

(𝑤 −𝑤1)(𝐻(𝑥, 𝑡) − ℎ0)

≤ −2𝜂11(𝑡) + 𝜂1 ∫𝛺
(𝑤 −𝑤1)2 +

1
4𝜂1 ∫𝛺

(𝐻(𝑥, 𝑡) − ℎ0)2

≤ −𝜂11(𝑡) + 𝜉1 ∫𝛺
(𝐻(𝑥, 𝑡) − ℎ0)2,

where 𝜉1 ∶=
1
4𝜂1

> 0, which gives (5.1).
We proceed to show (3.8). From the definitions of 1(𝑡) and 1(𝑡),

e get 1(𝑡) ∈ 𝐶1([1,∞)) and 1(𝑡) ≥ 0. Using the regularity of 𝑢, 𝑣, 𝑤
btained in Lemma 5.2, it is easy to see that 1(𝑡) ∈ 𝐶𝜚∕2([1,∞)) and

‖1‖𝐶𝜚∕2([1,∞)) ≤ 𝜅 in [1,∞) for some constant 𝜅 > 0. Then applying
Lemma 5.1 and hypothesis (1), we obtain lim𝑡→∞ 1(𝑡) = 0, that is
lim
𝑡→∞

(‖𝑢‖𝐿2 + ‖𝑣‖𝐿2 + ‖𝑤 −𝑤1‖𝐿2 ) = 0. (5.2)

By Lemma 5.2, we get

‖𝑢‖𝑊 1,∞ + ‖𝑣‖𝑊 1,∞ + ‖𝑤 −𝑤1‖𝑊 1,∞ ≤ 𝐶1 for all 𝑡 > 1.

Then using the Gagliardo–Nirenberg inequality, one has

‖𝑢‖𝐿∞ ≤ 𝐶2‖𝑢‖
1∕2
𝑊 1,∞‖𝑢‖1∕2

𝐿2 ≤ 𝐶1∕2
1 𝐶2‖𝑢‖

1∕2
𝐿2 ,

which combined with (5.2) implies

lim
𝑡→∞

‖𝑢‖𝐿∞ = 0.
Similar to the above we can get that

lim
𝑡→∞

(‖𝑣‖𝐿∞ + ‖𝑤 −𝑤1‖𝐿∞ ) = 0.
Thus (3.8) holds, and the proof is completed.

Proof of Theorem 3.2(ii). Define the following Lyapunov functional:

2(𝑡) ∶= 2[𝑢(𝑡), 𝑣(𝑡), 𝑤(𝑡)] = 𝐼1(𝑡) + 𝐼2(𝑡) + 𝐼3(𝑡), (5.3)

where

𝐼1(𝑡) = ∫𝛺

(

𝑢 − 𝑢5 − 𝑢5 ln
𝑢
𝑢5

)

, 𝐼2(𝑡) = ∫𝛺

(

𝑣 − 𝑣5 − 𝑣5 ln
𝑣
𝑣5

)

,

𝐼3(𝑡) = 1
2𝑤5 ∫𝛺

(𝑤 −𝑤5)2.

First, we show that 2(𝑡) ≥ 0 for all 𝑡 > 0. In fact, letting 𝜙(𝑓 ) =
− 𝑓∗ ln 𝑓 and using the Taylor expansion, for all positive 𝑓 and 𝑓∗,
e have

𝑓 − 𝑓∗ − 𝑓∗ ln
𝑓
𝑓∗

= 𝜙(𝑓 ) − 𝜙(𝑓∗) = 𝜙′(𝑓∗)(𝑓 − 𝑓∗) + 1
2
𝜙′′(𝛿)(𝑓 − 𝑓∗)2

=
𝑓∗
2𝛿2

(𝑓 − 𝑓∗)2, (5.4)

where 𝛿 is between 𝑓 and 𝑓∗. Then setting 𝑓 = 𝑢 and 𝑓∗ = 𝑢5, from
(5.4) we can find 𝛿1 between 𝑢 and 𝑢5 such that

𝑢 − 𝑢5 − 𝑢5 ln
𝑢
𝑢5

=
𝑢5
2𝛿21

(𝑢 − 𝑢5)2 ≥ 0,

which implies 𝐼1(𝑡) ≥ 0. Similarly we have that 𝐼2(𝑡) ≥ 0. Then it follows
that 2(𝑡) ≥ 0 for all 𝑡 > 0.

Next, we show that under certain conditions, there exist two con-
stants 𝜂2 > 0 and 𝜉2 > 0 such that
𝑑  (𝑡) ≤ −𝜂  (𝑡) + 𝜉 (𝐻(𝑥, 𝑡) − ℎ )2 (5.5)

𝑑 𝑡 2 2 2 2 ∫𝛺 0

7 
holds for all 𝑡 > 0, where

2(𝑡) = ∫𝛺
[(𝑢 − 𝑢5)2 + (𝑣 − 𝑣5)2 + (𝑤 −𝑤5)2].

For this purpose, we use the first equation of (3.3) and the fact that
 − 𝑢5 − 𝑐 𝑣5 − 𝑘𝑤5 = 0 to estimate 𝐼1(𝑡) as follows
𝑑
𝑑 𝑡 𝐼1(𝑡) = ∫𝛺

(

1 − 𝑢5
𝑢
)

𝑢𝑡

= −𝑢5 ∫𝛺
|

|

|

∇𝑢
𝑢
|

|

|

2
− 𝜒1𝑢5 ∫𝛺

∇𝑢 ⋅ ∇𝑤
𝑢

+ ∫𝛺
(𝑢 − 𝑢5)(1 − 𝑢 − 𝑐 𝑣 − 𝑘𝑤)

= −𝑢5 ∫𝛺
|

|

|

∇𝑢
𝑢
|

|

|

2
− 𝜒1𝑢5 ∫𝛺

∇𝑢 ⋅ ∇𝑤
𝑢

− ∫𝛺
(𝑢 − 𝑢5)2 − 𝑐 ∫𝛺

(𝑢 − 𝑢5)(𝑣 − 𝑣5)

− 𝑘∫𝛺
(𝑢 − 𝑢5)(𝑤 −𝑤5).

(5.6)

Using the second equation of (3.3) and the fact that 1 −𝑏𝑢5−𝑣5−𝑤5 = 0,
e obtain
𝑑
𝑑 𝑡 𝐼2(𝑡) = ∫𝛺

(

1 − 𝑣5
𝑣
)

𝑢𝑡

= −𝑣5 ∫𝛺
|

|

|

∇𝑣
𝑣

|

|

|

2
− 𝜒2𝑣5 ∫𝛺

∇𝑣 ⋅ ∇𝑤
𝑣

+ ∫𝛺
(𝑣 − 𝑣5)(1 − 𝑏𝑢 − 𝑣 −𝑤)

= −𝑣5 ∫𝛺
|

|

|

∇𝑣
𝑣

|

|

|

2
− 𝜒2𝑣5 ∫𝛺

∇𝑣 ⋅ ∇𝑤
𝑣

− ∫𝛺
(𝑣 − 𝑣5)2 − 𝑏∫𝛺

(𝑢 − 𝑢5)(𝑣 − 𝑣5)

− ∫𝛺
(𝑣 − 𝑣5)(𝑤 −𝑤5).

(5.7)

Furthermore with the fact ℎ0−𝑤5−𝑢5𝑤5−𝑣5𝑤5 = 0 and using the third
equation of (3.3), we get
𝑑
𝑑 𝑡 𝐼3(𝑡) =

1
𝑤5 ∫𝛺

(𝑤 −𝑤5)𝑤𝑡

= − 𝑑
𝑤5 ∫𝛺

|∇𝑤|2 + 1
𝑤5 ∫𝛺

(𝑤 −𝑤5)(𝐻(𝑥, 𝑡) −𝑤 − 𝑢𝑤 − 𝑣𝑤)

= − 𝑑
𝑤5 ∫𝛺

|∇𝑤|2 + 1
𝑤5 ∫𝛺

(𝑤 −𝑤5)(𝐻(𝑥, 𝑡) − ℎ0)

− 1
𝑤5 ∫𝛺

(𝑤 −𝑤5)2 − ∫𝛺
(𝑢 − 𝑢5)(𝑤 −𝑤5)

− ∫𝛺
(𝑣 − 𝑣5)(𝑤 −𝑤5) − 1

𝑤5 ∫𝛺
(𝑢 + 𝑣)(𝑤 −𝑤5)2.

(5.8)

Combining (5.3), (5.6), (5.7) with (5.8) gives that
𝑑
𝑑 𝑡2(𝑡) = −∫𝛺

𝛩2𝐴2𝛩
𝑇
2 − ∫𝛺

𝛬𝐵 𝛬𝑇 + 1
𝑤5 ∫𝛺

(𝑤 −𝑤5)(𝐻(𝑥, 𝑡) − ℎ0)

− 1
𝑤5 ∫𝛺

(𝑢 + 𝑣)(𝑤 −𝑤5)2,

(5.9)

where 𝛩2 = (𝑢 − 𝑢5, 𝑣 − 𝑣5, 𝑤 − 𝑤5), 𝛬 = (∇𝑢𝑢 ,
∇𝑣
𝑣 ,∇𝑤) and 𝐴2, 𝐵 are

symmetric matrices denoted by

𝐴2 ∶=

⎡

⎢

⎢

⎢

⎣

1 𝑏+𝑐
2

𝑘+1
2

𝑏+𝑐
2 1 1
𝑘+1
2 1 1

𝑤5

⎤

⎥

⎥

⎥

⎦

, 𝐵 ∶=

⎡

⎢

⎢

⎢

⎣

𝑢5 0 𝜒1𝑢5
2

0 𝑣5
𝜒2𝑣5
2𝜒1𝑢5

2
𝜒2𝑣5
2

𝑑
𝑤5

⎤

⎥

⎥

⎥

⎦

.

To proceed, we claim that 𝐴2 and 𝐵 are positive definite and
ositive semi-definite respectively. Notice 𝑏 < 1 and 𝑐 < 1 imply
+ 𝑐 < 2. Then

|𝐴2,1| ∶=
|

|

|

|

|

1 𝑏+𝑐
2

𝑏+𝑐
2 1

|

|

|

|

|

= 1 − (𝑏 + 𝑐)2

4
> 0,

and
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|𝐴2| =
1
𝑤5

|𝐴21| +
1
4
[2(𝑏 + 𝑐)(𝑘 + 1) − 4 − (𝑘 + 1)2]

> |𝐴2,1|
[ 1
𝑤5

−
4 + (𝑘 + 1)2
4 − (𝑏 + 𝑐)2

]

> 0

if

𝑤5 <
4 − (𝑏 + 𝑐)2
4 + (𝑘 + 1)2 . (5.10)

With (5.10) in hand and combining the conditions of existence of 𝐸5
(see Table 1), we can directly calculate that |𝐴2| > 0 if either 𝑘 ≤
1, ℎ0 < min{ℎ1, ℏ3} or 𝑘 > 1, ℎ0 < min{ℎ2, ℏ3}. Based on the Sylvester
criterion, 𝐴2 is a positive definite matrix and we can find a constant
𝜂2 > 0 such that

𝛩2𝐴2𝛩
𝑇
2 ≥ 2𝜂2|𝛩2|

2. (5.11)

For 𝐵, one can deduce that

|𝐵1| ∶=
|

|

|

|

|

𝑢5 0
0 𝑣5

|

|

|

|

|

= 𝑢5𝑣5 > 0,

and

|𝐵| =
𝑢5𝑣5
4

[ 4𝑑
𝑤5

− (𝑢5𝜒2
1 + 𝑣5𝜒2

2 )
]

≥ 0

if and only if 𝑤5
4𝑑 (𝜒

2
1 𝑢5 + 𝜒

2
2 𝑣5) ≤ 1. Then 𝐵 is a positive semi-definite

matrix, and hence

𝛬𝐵 𝛬𝑇 ≥ 0. (5.12)

Substituting (5.11) and (5.12) into (5.9), we have
𝑑
𝑑 𝑡2(𝑡) ≤ −2𝜂22(𝑡) + 1

𝑤5 ∫𝛺
(𝑤 −𝑤5)(𝐻(𝑥, 𝑡) − ℎ0).

Then we can use the similar arguments as for (5.1), we obtain (5.5)
ith 𝜉2 ∶=

1
4𝜂2𝑤2

5
> 0. Using Lemmas 5.1 and 5.2 again as for (3.8), we

obtain (3.9) and hence complete the proof of Theorem 3.2.

Remark 5.1. From the proof of Theorem 3.2, the convergence rate
f the solution is elusive, as the rate at which 𝐻(𝑥, 𝑡) converges to ℎ0
hen 𝑡 approaches infinity is unknown (see (1)). In addition to the
ypotheses of Theorem 3.2, if we further assume that

‖𝐻(𝑥, 𝑡) − ℎ0‖𝐿2 ≤ 𝐶1𝑒
−𝐶2𝑡,

where 𝐶1, 𝐶2 > 0 are constant. Then under the conditions of Theorem 3.2
e have

‖(𝑢, 𝑣, 𝑤) − (0, 0, 𝑤1)‖𝐿∞(𝛺) → 0 exponentially as 𝑡→ ∞,

or

‖(𝑢, 𝑣, 𝑤) − (𝑢5, 𝑣5, 𝑤5)‖𝐿∞(𝛺) → 0 exponentially as 𝑡 → ∞.

6. Linear instability analysis

The main purpose of this section is to investigate whether the PDE
system (3.4) can generate spatially heterogeneous solutions in certain
arameter regimes. From Table 1, we see that the equilibria of the

ODE system (3.6) 𝐸1, 𝐸2, 𝐸3, 𝐸5 are locally asymptotically stable
nder certain conditions, while 𝐸4 is unstable. In what follows, we will
erive conditions under which the equilibria 𝐸1, 𝐸2, 𝐸3, 𝐸5 become
nstable in the presence of spatial structure. To facilitate this analysis,
e linearize system (3.4) about a constant steady state (𝑢𝑠, 𝑣𝑠, 𝑤𝑠) to get

⎧

⎪

⎨

⎪

⎩

𝛷𝑡 = 𝐀𝛥𝛷 + 𝐽 𝛷 , 𝑥 ∈ 𝛺 , 𝑡 > 0,
∇𝛷 ⋅ 𝜈 = 0, 𝑥 ∈ 𝜕 𝛺 , 𝑡 > 0,
𝛷(⋅, 0) = (𝑢0 − 𝑢𝑠, 𝑣0 − 𝑣𝑠, 𝑤0 −𝑤𝑠)𝖳, 𝑥 ∈ 𝛺 ,

(6.1)

where 𝖳 denotes the transpose and
 W

8 
𝛷 =
⎡

⎢

⎢

⎣

𝑢 − 𝑢𝑠
𝑣 − 𝑣𝑠
𝑤 −𝑤𝑠

⎤

⎥

⎥

⎦

, 𝐀 =
⎡

⎢

⎢

⎣

1 0 𝜒1𝑢𝑠
0 1 𝜒2𝑣𝑠
0 0 𝑑

⎤

⎥

⎥

⎦

,

𝐽 =
⎡

⎢

⎢

⎣

1 − 2𝑢𝑠 − 𝑐 𝑣𝑠 − 𝑘𝑤𝑠 −𝑐 𝑢𝑠 −𝑘𝑢𝑠
−𝑏𝑣𝑠 1 − 𝑏𝑢𝑠 − 2𝑣𝑠 −𝑤𝑠 −𝑣𝑠
−𝑤𝑠 −𝑤𝑠 −1 − 𝑢𝑠 − 𝑣𝑠

⎤

⎥

⎥

⎦

.

Let 𝑊𝜌(𝑥) represent the eigenfunction of the following eigenvalue
roblem:

𝛥𝑊𝜌(𝑥) + 𝜌2𝑊𝜌(𝑥) = 0 in 𝛺 , and
𝜕 𝑊𝜌(𝑥)
𝜕 𝜈 = 0 on 𝜕 𝛺 ,

where 𝜌 is the wave number. Since (6.1) is linear, the solution 𝛷(𝑥, 𝑡)
has the form of

𝛷(𝑥, 𝑡) =
∑

𝜌≥0
𝐶𝜌𝑒

𝜆𝑡𝑊𝜌(𝑥), (6.2)

where the constants 𝐶𝜌 are determined by Fourier expansion of the
initial conditions in terms of 𝑊𝜌(𝑥), and 𝜆 is the temporal eigenvalue.
Inserting (6.2) into (6.1) yields

𝜆𝑊𝜌(𝑥) = −𝜌2𝐀𝑊𝜌(𝑥) + 𝐽 𝑊𝜌(𝑥),

which means that 𝜆 is the eigenvalue of the matrix given in Box I. By
calculating the eigenvalue of matrix 𝜌, we obtain the eigenvalues 𝜆(𝜌2)
as the roots of the characteristic equation given in Box II.

For the toxicant-only equilibrium 𝐸1 = (0, 0, 𝑤1), we get
𝑃1(𝜆) ∶ = Det(𝜆𝐼 − 𝜌(𝐸1))

=
|

|

|

|

|

|

|

𝜆 + 𝜌2 − (1 − 𝑘𝑤1) 0 0
0 𝜆 + 𝜌2 − (1 −𝑤1) 0
𝑤1 𝑤1 𝜆 + 𝑑 𝜌2 + 1

|

|

|

|

|

|

|

= [𝜆 + 𝜌2 − (1 − 𝑘𝑤1)][𝜆 + 𝜌2 − (1 −𝑤1)](𝜆 + 𝑑 𝜌2 + 1) = 0.
Then the eigenvalues of 𝐸1 are

𝜆1 = −𝜌2 + 1 − 𝑘𝑤1, 𝜆2 = −𝜌2 + 1 −𝑤1, 𝜆3 = −𝑑 𝜌2 − 1.
It is straightforward to verify that when ℎ0 > max

{

1∕𝑘, 1
}

, we have
𝜆1 < 0, 𝜆2 < 0, and 𝜆3 < 0. Therefore, the toxicant-only equilibrium
𝐸1 is linearly stable, and no bifurcation will arise from 𝐸1 if ℎ0 >
max

{

1∕𝑘, 1
}

.
For the semi-trivial equilibrium 𝐸2 = (0, 𝑣2, 𝑤2), we have

𝑃2(𝜆) ∶ = Det(𝜆𝐼 − 𝜌(𝐸2))

=
|

|

|

|

|

|

|

𝜆 + 𝜌2 − (1 − 𝑐 𝑣2 − 𝑘𝑤2) 0 0
𝑏𝑣2 𝜆 + 𝜌2 + 𝑣2 𝜒2𝑣2𝜌2 + 𝑣2
𝑤2 𝑤2 𝜆 + 𝑑 𝜌2 + 1 + 𝑣2

|

|

|

|

|

|

|

= [𝜆 + 𝜌2 − (1 − 𝑐 𝑣2 − 𝑘𝑤2)][𝜆2 +1𝜆 + 1] = 0,
(6.3)

where
1 = (1 + 𝑑)𝜌2 + 2𝑣2 + 1 > 0,

1 = 𝑑 𝜌4 + (1 + 𝑣2 + 𝑑 𝑣2 − 𝑣2𝑤2𝜒2)𝜌2 + 𝑣2(1 + 𝑣2 −𝑤2).

Note that the condition for the local stability of 𝐸2 in the ODE system
(3.6) (see Appendix) is 1 − 𝑐 𝑣2 − 𝑘𝑤2 < 0. This implies that 𝜌2 − (1 −
𝑐 𝑣2 − 𝑘𝑤2) > 0 for all 𝜌 ≥ 0. Since 1 > 0 for all 𝜌 ≥ 0, Eq. (6.3) has no
urely imaginary roots. This indicates that Hopf bifurcation emerging
rom the equilibrium 𝐸2 is impossible By a simple calculation, we find

that 1 > 0 if and only if
𝜒2 < 𝜒̄(𝜌2) ∶= 𝑑 𝜌4 + (1 + 𝑣2 + 𝑑 𝑣2)𝜌2 + 𝑣2(1 + 𝑣2 −𝑤2)

𝑣2𝑤2𝜌2
for 𝜌 > 0,

where 1 +𝑣2−𝑤2 > 0 and then 𝜒̄(𝜌2) > 0. The above analysis reveals that
ll eigenvalues of Eq. (6.3) have negative real parts, indicating that no
patially inhomogeneous patterns emerge when 𝜒2 < 𝜒̄(𝜌2). When 𝜒2 =
̄(𝜌2), Eq. (6.3) has one zero eigenvalue and two negative eigenvalues.

hile, when 𝜒 > 𝜒̄(𝜌2), Eq. (6.3) possesses a positive eigenvalue,
2
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𝜌 ∶ = −𝜌2𝐀 + 𝐽

=
⎡

⎢

⎢

⎣

−𝜌2 + 1 − 2𝑢𝑠 − 𝑐 𝑣𝑠 − 𝑘𝑤𝑠 −𝑐 𝑢𝑠 −𝜒1𝑢𝑠𝜌2 − 𝑘𝑢𝑠
−𝑏𝑣𝑠 −𝜌2 + 1 − 𝑏𝑢𝑠 − 2𝑣𝑠 −𝑤𝑠 −𝜒2𝑣𝑠𝜌2 − 𝑣𝑠
−𝑤𝑠 −𝑤𝑠 −𝑑 𝜌2 − 1 − 𝑢𝑠 − 𝑣𝑠

⎤

⎥

⎥

⎦

.

Box I.
Det(𝜆𝐼 − 𝜌)

=
|

|

|

|

|

|

|

𝜆 + 𝜌2 − (1 − 2𝑢𝑠 − 𝑐 𝑣𝑠 − 𝑘𝑤𝑠) 𝑐 𝑢𝑠 𝜒1𝑢𝑠𝜌2 + 𝑘𝑢𝑠
𝑏𝑣𝑠 𝜆 + 𝜌2 − (1 − 𝑏𝑢𝑠 − 2𝑣𝑠 −𝑤𝑠) 𝜒2𝑣𝑠𝜌2 + 𝑣𝑠
𝑤𝑠 𝑤𝑠 𝜆 + 𝑑 𝜌2 + 1 + 𝑢𝑠 + 𝑣𝑠

|

|

|

|

|

|

|

= 0.

Box II.
p

n
i
p

(
S

h

suggesting that the equilibrium 𝐸2 is linearly unstable for the PDE
ystem, and a steady-state bifurcation may occur in this scenario.

Next, we consider the semi-trivial equilibrium 𝐸3 = (𝑢3, 0, 𝑤3).
Following a similar analysis, we obtain

𝑃2(𝜆) ∶= Det(𝜆𝐼 − 𝜌(𝐸3)) = [𝜆 + 𝜌2 − (1 − 𝑏𝑢3 −𝑤3)][𝜆2 +2𝜆 + 2]

= 0,
(6.4)

where
2 = (1 + 𝑑)𝜌2 + 2𝑢3 + 1 > 0,

2 = 𝑑 𝜌4 + [1 + 𝑢3 + 𝑑 𝑢3 − 𝑢3𝑤3𝜒1]𝜌2 + 𝑢3(1 + 𝑢3 − 𝑘𝑤3).

Under the conditions that ensure the local stability of 𝐸3 for the ODE
ystem (3.6), we have 1 − 𝑏𝑢3 − 𝑤3 < 0, which implies that 𝜌2 − (1 −
𝑏𝑢3 − 𝑤3) > 0 for 𝜌 ≥ 0. It can be easily verified that Eq. (6.4) has no
pure imaginary roots, and thus the Hopf bifurcation arising from 𝐸3 is
impossible due to 2 > 0. Furthermore, it is easy to check that 2 > 0
if and only if 𝜒1 < 𝜒̂(𝜌2), where

̂(𝜌2) ∶= 𝑑 𝜌4 + [1 + 𝑢3 + 𝑑 𝑢3]𝜌2 + 𝑢3(1 + 𝑢3 − 𝑘𝑤3)
𝑢3𝑤3𝜌2

> 0.

Consequently, when 𝜒1 < 𝜒̂(𝜌2), all the eigenvalues of (6.4) have
egative real parts, indicating that 𝐸3 is linearly stable for the PDE

system (3.4). When 𝜒1 = 𝜒̂(𝜌2), Eq. (6.4) has one zero eigenvalue
and two negative eigenvalues. However, when 𝜒1 > 𝜒̂(𝜌2), one of the
eigenvalues of (6.4) becomes a positive real number, leading to the
instability of 𝐸3 and hence the steady-state bifurcation may arise.

In a similar way, for the coexistence equilibrium 𝐸5 = (𝑢5, 𝑣5, 𝑤5),
using the fact that
⎧

⎪

⎨

⎪

⎩

1 − 𝑢5 − 𝑐 𝑣5 − 𝑘𝑤5 = 0,
1 − 𝑏𝑢5 − 𝑣5 −𝑤5 = 0,
ℎ0 −𝑤5 − 𝑢5𝑤5 − 𝑣5𝑤5 = 0,

we get that

𝑃4(𝜆) ∶= 𝜆3 +3𝜆
2 + 3𝜆 + 3 = 0, (6.5)

where

3 = (2 + 𝑑)𝜌2 + 𝑢5 + 𝑣5 +
ℎ0
𝑤5

> 0,

3 = (𝜌2 + 𝑢5)
[

(1 + 𝑑)𝜌2 + 𝑣5 +
ℎ0
𝑤5

]

+ (𝜌2 + 𝑣5)
(

𝑑 𝜌2 + ℎ0
𝑤5

)

− 𝑣5𝑤5(𝜒2𝜌2 + 1) − 𝑢5𝑤5(𝜒1𝜌2 + 𝑘) − 𝑏𝑐 𝑢5𝑣5,
3 = (𝜌2 + 𝑢5)(𝜌2 + 𝑣5)

(

𝑑 𝜌2 + ℎ0
𝑤5

)

− 𝑢5𝑤5(𝜒1𝜌2 + 𝑘)(𝜌2 + 𝑣5)

− 𝑣5𝑤5(𝜒2𝜌2 + 1)(𝜌2 + 𝑢5) − 𝑏𝑐 𝑢5𝑣5
(

𝑑 𝜌2 + ℎ0
𝑤5

)

2 2

(6.6)
+ 𝑢5𝑣5𝑤5[𝑐(𝜒2𝜌 + 1) + 𝑏(𝜒1𝜌 + 𝑘)].

9 
Simple calculation yields

33 − 3 =
[

(1 + 𝑑)𝜌2 + 𝑢5 +
ℎ0
𝑤5

][

(1 + 𝑑)𝜌2 + 𝑣5 +
ℎ0
𝑤5

](

2𝜌2 + 𝑢5 + 𝑣5
)

− 𝑏𝑐 𝑢5𝑣5(2𝜌2 + 𝑢5 + 𝑣5) − 𝑢5𝑣5𝑤5[𝑐(𝜒2𝜌2 + 1) + 𝑏(𝜒1𝜌2 + 𝑘)]
− 𝑢5𝑤5(𝜒1𝜌2 + 𝑘)

[

(1 + 𝑑)𝜌2 + 𝑢5 +
ℎ0
𝑤5

]

− 𝑣5𝑤5(𝜒2𝜌2 + 1)
[

(1 + 𝑑)𝜌2 + 𝑣5 +
ℎ0
𝑤5

]

.

(6.7)

Since the coefficients of (6.5) are real numbers, the equation has three
roots, one of which must be real, while the other two can be either
real or complex conjugates. According to the Routh–Hurwitz crite-
rion [34, Appendix B] for third-order polynomials, all the eigenvalues
are negative or have negative real parts if and only if
3 > 0, 3 > 0 and 33 − 3 > 0.

Given 3 > 0, the coexistence equilibrium 𝐸5 is unstable if and only if
3 < 0 or 33−3 < 0. Since at least one eigenvalue has negative real
art if 3 > 0, from the Appendix of [35], we see that one eigenvalue of

(6.4) is a positive real number, and the other two eigenvalues are either
egative real numbers or complex conjugates with negative real parts
f 3 < 0. Therefore, Eq. (6.4) has complex roots with nonnegative real
arts only if 3 ≥ 0. In particular, there is a zero root when 3 = 0. If
3 > 0, again by the Appendix of [35], the equation has two eigenvalues
either real or complex) with positive real parts if 33 − 3 < 0.
ummarizing the above discussion, we have the following results.

Lemma 6.1. Suppose that the equilibria 𝐸1, 𝐸2, 𝐸3, 𝐸5 are locally
asymptotically stable with respect to the ODE system (3.6) (see Table 1 or
Fig. 1). Then the following hold for the system (3.4):

(i) 𝐸1 is linearly stable for any 𝜒1, 𝜒2 ≥ 0.
(ii) 𝐸2 is linearly stable if 𝜒2 < 𝜒̄(𝜌2) for any 𝜌 > 0, while unstable and

a steady-state bifurcation may occur if 𝜒2 > 𝜒̄(𝜌2) for some 𝜌 > 0.
(iii) 𝐸3 is linearly stable if 𝜒1 < 𝜒̂(𝜌2) for any 𝜌 > 0, while unstable and

a steady-state bifurcation may occur if 𝜒1 > 𝜒̂(𝜌2) for some 𝜌 > 0.
(iv) 𝐸5 is linearly stable if 3 > 0 and 33 − 3 > 0, while unstable if

𝜒1 or 𝜒2 is large such that 3 < 0 or 33 − 3 < 0, where the Hopf
bifurcation is impossible when 3 < 0.

7. Numerical simulations and applications

In this section, we first demonstrate that spatially and temporally
omogeneous (i.e., constant) toxicant input rates can generate spatially

inhomogeneous patterns from the PDE system (3.4). We then explore
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how spatially and temporally varying toxicant input, negative toxicant–
taxis and toxicant diffusivity influence the competition outcomes by
esorting to numerical studies.

7.1. Homogeneous toxicant input

In this subsection, we assume that the toxicant input rate 𝐻(𝑥, 𝑡) ≡
0 with a positive constant ℎ0. From Lemma 6.1, we see that when
he toxicant–taxis coefficients 𝜒1, 𝜒2 are sufficiently large, the spatially
omogeneous steady states 𝐸2, 𝐸3, and 𝐸5, which are stable in ODE
ystem, become unstable in the PDE system (3.4). Below we aim to
umerically illustrate that this taxis-driven instability can give rise to
patially inhomogeneous patterns.

We first demonstrate that spatial patterns may emerge from the
coexistence steady state 𝐸5 = (𝑢5, 𝑣5, 𝑤5). To this end, we let 𝑏 =
.6, 𝑐 = 0.4, 𝑘 = 1, ℎ0 = 0.9. Note that the allowable wave numbers
are discrete in a bound domain, for instance, for a one-dimensional

omain 𝛺 = (0, 𝑙), 𝜌 = 𝑛𝜋∕𝑙 (𝑛 = 1, 2,…). For numerical simulations, we
choose 𝑙 = 12𝜋 , 𝑛 = 12 such that 𝜌 = 1. Then from Eqs. (6.6) and (6.7),
we get

3 = 3.7463 − 0.2094𝜒1 − 0.1538𝜒2 < 0 ⇔ 𝜒2 >
3.7463 − 0.2094𝜒1

0.1538
(7.1)

and

33−3 = 36.1350 − 0.7731𝜒1− 0.5012𝜒2 < 0 ⇔ 𝜒2 >
36.1350 − 0.7731𝜒1

0.5012
.

Since 𝜒1 > 0, it clearly holds that
3.7463 − 0.2094𝜒1

0.1538
<

36.1350 − 0.7731𝜒1
0.5012

.

Then according to Lemma 6.1(iv), the coexistence equilibrium 𝐸5
s unstable if (7.1) holds. We choose 𝜒1 = 10, 𝜒2 = 11 to satisfy

(7.1). Fig. 2 shows the long-time solution profiles of system (3.4)
ith the initial data set as a small random perturbation of 𝐸5. The

igure reveals the emergence of spatial aggregation and segregation
atterns between the populations and the toxicant, with higher (lower)
opulation densities observed in regions of lower (higher) toxicant
oncentrations. For Fig. 2, we calculate the long-time average density
f species 𝑢 (approximating 1

|𝛺|

∫𝛺 𝑢(𝑥, 600)𝑑 𝑥 ∶= 𝑢̄(600)). The results
how that 𝑢̄(600) = 0.2602, which is less than the equilibrium density
5 = 0.3321. Similarly, for species 𝑣, 𝑣̄(600) = 0.1639, which is also
elow its equilibrium value 𝑣5 = 0.2214. This is because the aggregation
f individuals in low toxicant regions leads to stronger intra-specific
ompetition, resulting in a decline in the overall population density.

Next, we present an example for which spatial patterns can arise
rom the steady state 𝐸3 = (𝑢3, 0, 𝑤3), where species 𝑢 wipes out species
𝑣, based on Lemma 6.1(iii). We choose 𝑏 = 0.6, 𝑐 = 0.4, 𝑘 = 0.5, ℎ0 = 1.

hen according to Lemma 6.1(iii), the constant semi-trivial steady state
𝐸3 is linearly stable if
𝜒1 < 𝜒̂(𝜌2) = 𝜌4 + 2.4142𝜌2 + 1

0.4142𝜌2

for all 𝜌 > 0, but 𝐸3 becomes unstable if 𝜒1 > 𝜒̂(𝜌2) for some 𝜌 > 0.
imilar to Fig. 2, we choose 𝑙 = 12𝜋 , 𝑛 = 12 such that 𝜌 = 1, then
𝜒̂(1) = 10.6572. Fig. 3 shows long-time solution profiles of (3.4) with
he initial data set as a small random perturbation from the semi-trivial
quilibrium 𝐸3. When 𝜒1 < 𝜒̂(1), the solution of system (3.4) converges
o the constant steady state 𝐸3 (see Fig. 3(a)). However, as the taxis
oefficient 𝜒1 exceeds 𝜒̂(1), spatially inhomogeneous patterns emerge
rom 𝐸3. Importantly, this pattern demonstrates the coexistence of both
pecies, which implies that high toxicant–taxis can shift the competitive
utcome from exclusion to coexistence, potentially promoting biodiver-
ity. This phenomenon occurs because one species concentrates in areas
ith low toxicant levels, which leaves more space and resources for the
ther species to share.
 p
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7.2. Inhomogeneous toxicant input

This subsection investigates the influence of time- and location-
ependent toxicant input rate 𝐻(𝑥, 𝑡), the strengths of toxicant–taxis
1 and 𝜒2, as well as the toxicant diffusivity 𝑑, on the competitive
utcomes and spatial distributions of the two competing species. In
ddition to the case assumed in the hypothesis (1) (see the end of
ection 2), we shall consider two additional cases for the function
𝐻(𝑥, 𝑡):

(2) lim𝑡→∞𝐻(𝑥, 𝑡) = ℎ(𝑥), where ℎ(𝑥) is a nonnegative function about
𝑥.

(3) 𝐻(𝑥, 𝑡) is a time-periodic function.

In the following, we shall numerically explore these three cases sepa-
rately.

Case 1: 𝐻(𝑥, 𝑡) satisfies (1). Recall that Theorem 3.2 establishes
ufficient conditions under which the solutions of system (3.3) converge
o the spatially homogeneous coexistence steady state 𝐸5 with the
ypothesis (1). These conditions include the toxicant input function
(𝑥, 𝑡) satisfying hypothesis (1) and the toxicant–taxis coefficients 𝜒1

nd 𝜒2 satisfying 𝑤5
4𝑑 (𝜒

2
1 𝑢5+𝜒

2
2 𝑣5) ≤ 1. For simulations, we choose three

different representations for the input rate function 𝐻(𝑥, 𝑡) that satisfy
hypothesis (1):

𝐻1(𝑥, 𝑡) = ℎ0, 𝐻2(𝑥, 𝑡) = ℎ0 +
1

1 + 𝑡 , 𝐻3(𝑥, 𝑡) = ℎ0 +
sin(𝜋 𝑥)
1 + 𝑡 . (7.2)

We also choose the following model parameters:

𝑏 = 0.6, 𝑐 = 0.4, 𝑑 = 1, 𝑘 = 1.3, ℎ0 = 0.5,

such that system (3.4) (with constant toxicant input rate ℎ0) has a
unique coexistence steady state 𝐸5 = (𝑢5, 𝑣5, 𝑤5) = (0.4835, 0.4515,
.2584). According to Theorem 3.2, when 𝜒1 and 𝜒2 satisfy the con-

dition 𝑤5
4𝑑 (𝜒

2
1 𝑢5 + 𝜒2

2 𝑣5) ≤ 1, the solution of system (3.3) converges to
𝐸5. Numerical results confirm this convergence for all toxicant input
functions 𝐻1, 𝐻2, 𝐻3. However, when we choose sufficiently large 𝜒1
and 𝜒2 such that 𝑤5

4𝑑 (𝜒
2
1 𝑢5 + 𝜒

2
2 𝑣5) > 1, we observe that the solution of

system (3.3) no longer approaches the spatially homogeneous steady
state 𝐸5. Instead, it converges to a spatially inhomogeneous coexistence
solution, as illustrated in Fig. 4. Moreover, the spatial distributions of
the two species and the toxicant significantly depend on the specific
form of the input function 𝐻(𝑥, 𝑡).

Case 2: 𝐻(𝑥, 𝑡) satisfies (2). Theoretically analyzing the asymp-
otic dynamics of system (3.3) with 𝐻(𝑥, 𝑡) satisfying assumption (2)

is challenging. Therefore, we investigate the impact of toxicant–taxis
strengths 𝜒1 and 𝜒2 on the competition outcomes and spatial distribu-
ions of the two species through numerical solutions of system (3.3).
o this end, we let

𝐻(𝑥, 𝑡) = 1.4(1 + 𝑒−𝑡)(1 + cos(𝜋 𝑥))

such that assumption (2) holds. We also choose the following pa-
ameter values: 𝑏 = 0.1, 𝑐 = 0.2, 𝑑 = 0.01, 𝑘 = 1. Fig. 5 illustrates
he asymptotic behavior of system (3.3) for different toxicant–taxis

coefficients. As shown in Fig. 5(a), both species go extinct in the
bsence of negative toxicant–taxis effects (i.e., 𝜒1 = 𝜒2 = 0). However,
ncreasing the negative toxicant–taxis strength for one species may lead

to the extinction of the other species (Figs. 5(b) and 5(c)). Furthermore,
increasing both coefficients 𝜒1 and 𝜒2 results in the coexistence of
the two species. These findings suggest that negative toxicant–taxis
(i.e. avoidance of toxicants) is beneficial for population persistence and
species diversity, as expected. This is because most individuals aggre-
gate in regions with low toxicant concentrations due to the avoidance
of toxicants, thereby improving their survival chances.

Case 3: 𝐻(𝑥, 𝑡) satisfies (3). We choose the following time-
eriodic toxicant input function:
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Fig. 2. Numerical simulations of large-time solution profiles of (3.4) in the interval 𝛺 = (0, 12𝜋), where 𝑏 = 0.6, 𝑐 = 0.4, 𝑑 = 1, ℎ0 = 0.9, 𝑘 = 1, 𝜒1 = 10, 𝜒2 = 11, 𝑢5 = 0.3321, 𝑣5 =
0.2214, 𝑤5 = 0.5793. The initial data (𝑢0 , 𝑣0 , 𝑤0) = (𝑢5 + 0.01 ⋅ rand, 𝑣5 + 0.01 ⋅ rand, 𝑤5 + 0.01 ⋅ rand).

Fig. 3. Numerical simulations of large-time solution profiles of (3.4) in the interval 𝛺 = (0, 12𝜋), where 𝑏 = 0.6, 𝑐 = 0.4, 𝑑 = 1, 𝑘 = 0.5, ℎ0 = 1, 𝑢3 = 0.7071, 𝑤3 = 0.5858. The initial
data (𝑢0 , 𝑣0 , 𝑤0) = (𝑢3 + 0.01 ⋅ rand, 0 + 0.01 ⋅ rand, 𝑤3 + 0.01 ⋅ rand).

Fig. 4. Numerical simulations of large-time solution profiles of (3.3) with (7.2), where 𝑏 = 0.6, 𝑐 = 0.4, 𝑑 = 1, 𝑘 = 1.3, ℎ0 = 0.5 and 𝜒1 = 𝜒2 = 40. The initial value
𝑢0 = 𝑢5 + 0.01 cos(𝜋 𝑥), 𝑣0 = 𝑣5 + 0.01 cos(𝜋 𝑥), 𝑤0 = 𝑤5 + 0.01 cos(𝜋 𝑥), where 𝑢5 = 0.4835, 𝑣5 = 0.4515, 𝑤5 = 0.2584.
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Fig. 5. A comparison of the effects of toxicant–taxis on the large-time solution profiles of (3.3) with the hypothesis (2), where 𝑏 = 0.1, 𝑐 = 0.2, 𝑑 = 0.01, 𝑘 = 1,
(𝑥, 𝑡) = 1.4(1 + 𝑒−𝑡)(1 + cos(𝜋 𝑥)) and initial data (𝑢0 , 𝑣0 , 𝑤0) = (1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand).
U
c
t
r
s

h

a

t

𝐻(𝑥, 𝑡) = 0.5 + 0.5 sin(𝑡∕6),
and the same initial conditions and other model parameters as in
Fig. 5. The numerical patterns of system (2.1) for different values of
1 and 𝜒2 are shown in Fig. 6. It is observed that the time-periodic

toxicant input function 𝐻(𝑥, 𝑡) leads to time-periodic solutions. When
oth toxicant–taxis coefficients 𝜒1 and 𝜒2 are small, the solution of
ystem (3.3) exhibits spatial homogeneity (see Fig. 6(a)). Conversely,

spatially inhomogeneous patterns emerge when 𝜒1 or 𝜒2 becomes large
see Fig. 6(b)–(d)).

Finally, we shall explore the impact of toxicant diffusivity on the
population dynamics. Note that in Fig. 5, we have assumed (2) and
 very weak diffusivity of the toxicant (i.e., 𝑑 = 0.01). Under these
ssumptions, we observed that the negative toxicant–taxis may promote

population persistence and species diversity. A natural question arises:
what will happen if the toxicant diffusion is not small? To explore this,
we keep the same initial conditions and parameters as in Fig. 5, but
ary the toxicant diffusion coefficient 𝑑. The long-time solution behav-

iors for different values of 𝑑 are illustrated in Fig. 7 where we observe
hat increasing the toxicant diffusion rate 𝑑 is detrimental to population
ersistence. This is because fast diffusion of the toxicant reduces the
eterogeneity of its spatial distribution, thereby diminishing the effec-
iveness of the toxicant–taxis for species 𝑢 and 𝑣. Similar behaviors are
bserved when the toxicant input function satisfies condition (3) (not
hown here for brevity).

8. Discussion

The pollution of aquatic environments is a major global concern,
ith toxic substances posing serious risks to the health of aquatic

ecosystems. It has become increasingly vital to assess and predict the
impacts of environmental toxicants, as well as to identify the factors
that affect population persistence and species diversity. Mathematical
12 
models play a critical role in this process by translating the effects ob-
served at the individual level into broader population-level outcomes.
In this paper, we explore the effects of toxicants on the competitive
interactions between two species in a polluted environment using a
reaction–diffusion equation model that incorporates negative toxicant–
taxis. This model extends existing population–toxicant ODE frame-
works and toxicant-mediated single-species reaction–diffusion models.
Our enhanced model facilitates the analysis of how different factors,
such as toxicant input, taxis intensities, and toxicant dispersal, af-
fect the competitive outcomes and spatial distributions of the two
species.

We analyzed the existence and stability of the space-absent ODE
system (3.6) under the assumption of weak interspecific competition.

nder this assumption, the two species coexist in the absence of toxi-
ants. However, with the introduction of toxicant, our findings indicate
hat while high toxicant levels lead to the extinction of both species,
elatively low toxicant levels result in complex dynamics, including
everal types of bistability (see Table 1 and Fig. 1). In these bistable

scenarios, the competition outcomes depend on the initial values. Note
that the equilibria of the ODE system (3.6) correspond to the spatially
omogeneous steady states of the PDE system (3.4). We established suf-

ficient conditions under which the asymptotic behavior of the solution
to system (3.3) can be approximated by that of the solution to system
(3.4) (see Theorem 3.2).

We then investigated the possibility that the PDE system (3.4)
admits spatially heterogeneous steady-state solutions. Specifically, we
nalyzed whether the stable equilibria of the ODE system (3.6) be-

come unstable in the presence of spatial components (diffusion and/or
toxicant–taxis) through linear stability analysis. Our findings reveal
hat random diffusion does not destabilize the steady states, but strong

negative toxicant–taxis does (see Lemma 6.1). This assertion was veri-
fied through numerical simulation of system (3.4) under certain condi-
tions (see Figs. 2 and 3).
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Fig. 6. A comparison of the effects of toxicant–taxis on the large-time solutions of (3.3) when the hypothesis (3) holds, where 𝑏 = 0.1, 𝑐 = 0.2, 𝑑 = 0.01, 𝑘 = 1, 𝐻(𝑥, 𝑡) = 0.5 + 0.5 sin(𝑡∕6)
and initial data (𝑢0 , 𝑣0 , 𝑤0) = (1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand).

Fig. 7. A comparison of the effects of toxicant diffusion on the large-time solutions of (3.3) with 𝑏 = 0.1, 𝑐 = 0.1, 𝑘 = 1.1, 𝜒1 = 𝜒2 = 1 and 𝐻(𝑥, 𝑡) = 1.4(1 + 𝑒−𝑡)(1 + cos(𝜋 𝑥)). The
initial data (𝑢0 , 𝑣0 , 𝑤0) = (1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand, 1 + 0.01 ⋅ rand).
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We numerically analyzed the effects of the toxicant input rate
(𝑥, 𝑡), toxicant–taxis coefficients 𝜒𝑖 (𝑖 = 1, 2) and the toxicant dif-

usivity 𝑑 on the long-term dynamics of (3.3). We found that, under
spatiotemporally inhomogeneous toxicant inputs, toxicant–taxis pro-

otes species diversity when the toxicant diffusion coefficient is small
(see Figs. 5 and 6). This advantage stems from the fact that spatio-
temporal toxicant inputs, coupled with low toxicant diffusion, create
regions with relatively low toxicant levels. This motivates individuals
to actively move towards these regions for survival. However, we
observed that a strong diffusion capacity of the toxicant can diminish
he impact of taxis, which is detrimental to population persistence and
pecies diversity (see Fig. 7).

Several avenues for future research remain to be explored. Firstly, in
Theorem 3.2, we only proved the large-time behavior of the solution
to the reaction–diffusion system (3.3) for very high or very low toxi-
cant input rates. Investigating the long-term dynamics of system (3.3)

ith intermediate toxicant input rates presents a significant challenge
nd is left for future work. Secondly, our numerical simulations in

Figs. 2 and 3 suggest that spatially inhomogeneous stationary solutions
with segregation structures exist for system (3.4). However, rigorously
roving the existence of nonconstant stationary solutions with segrega-
ion structures for system (3.4) remains an interesting open problem.
hirdly, for analytical simplicity, the spatio-temporal model describing

the impact of toxicants on the competition dynamics of two species,
which involves three reaction–diffusion equations, assumes weak in-
terspecific competition, equal random diffusion for both species, and
equal decay and uptake rates (𝑞 = 𝑝1 = 𝑝2 = 1). Relaxing these
assumptions would lead to a more realistic but analytically more com-
plicated model, which we leave for future investigation. Lastly, many
species inhabit advective environments with unidirectional flow, such
as rivers and streams. To investigate the impact of toxicants on the
competitive dynamics between two species in such an environment,
 reaction–diffusion-advective model can be derived by incorporating
dvective terms into model (3.3). This resulting reaction–diffusion-

advective model also extends the spatiotemporal models studied in [36,
37], which focus on the effects of toxicants on a single species in
contaminated rivers.
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Appendix. Local stability of equilibria of the ODE system (3.6)

We derive conditions for local stability of equilibria (𝑢𝑠, 𝑣𝑠, 𝑤𝑠) by
using the Jacobian matrix for (3.6), as long as real parts of eigenvalues
14 
of the Jacobian, evaluated at the equilibria, are nonzero. The Jacobian
matrix for (3.6) is

𝐽 (𝑢𝑠, 𝑣𝑠, 𝑤𝑠) =
⎡

⎢

⎢

⎣

1 − 2𝑢𝑠 − 𝑐 𝑣𝑠 − 𝑘𝑤𝑠 −𝑐 𝑢𝑠 −𝑘𝑢𝑠
−𝑏𝑣𝑠 1 − 𝑏𝑢𝑠 − 2𝑣𝑠 −𝑤𝑠 −𝑣𝑠
−𝑤𝑠 −𝑤𝑠 −1 − 𝑢𝑠 − 𝑣𝑠

⎤

⎥

⎥

⎦

.

It follows from the expression of toxicant-only equilibrium 𝐸1 that the
eigenvalues of the Jacobian matrix at 𝐸1 are

𝜆1,1 = 1 − 𝑘𝑤1, 𝜆1,2 = 1 −𝑤1, 𝜆1,3 = −1.

We find that 𝜆1,1 < 0 and 𝜆1,2 < 0 if and only if ℎ0 > max{1∕𝑘, 1},
which implies that the equilibrium 𝐸1 is locally asymptotically stable.
Moreover, 𝐸1 is unstable if ℎ0 < max{1∕𝑘, 1}. For the semi-trivial
equilibrium 𝐸2, the eigenvalues of the Jacobian matrix are

𝜆2,1 = 1 − 𝑐 𝑣2 − 𝑘𝑤2, 𝜆2,2 =
−(1 + 2𝑣2) +

√

(1 + 2𝑣2)2 − 4𝑣2(1 + 𝑣2 −𝑤2)
2

,

𝜆2,3 =
−(1 + 2𝑣2) −

√

(1 + 2𝑣2)2 − 4𝑣2(1 + 𝑣2 −𝑤2)
2

.

Recalling the expression and the conditions of existence of 𝐸2 (see (3.7)
and Table 1), we obtain that

1 + 𝑣2 −𝑤2 = 2
√

1 − ℎ0 > 0,

and

(1 + 2𝑣2)2 − 4𝑣2(1 + 𝑣2 −𝑤2) = 1 + 4𝑣2𝑤2 > 0,

which imply 𝜆2,2 < 0 and 𝜆2,3 < 0. Using the fact that 1 − 𝑣2 − 𝑤2 = 0,
we have

𝜆2,1 = 1 − 𝑐 𝑣2 − 𝑘𝑤2 = 1 − 𝑐 + (𝑐 − 𝑘)𝑤2 < 0

if 𝑘 > 1 and ℎ2 < ℎ0 < 1. Hence, 𝐸2 is locally asymptotically stable if
𝑘 > 1 and ℎ2 < ℎ0 < 1. Furthermore, we obtain that 𝜆2,1 > 0 if
{

𝑘 ≤ 1, ℎ0 < 1 or
𝑘 > 1, ℎ0 < ℎ2.

(A.1)

Then 𝐸2 is unstable if (A.1) holds.
Similarly, the eigenvalues of the Jacobian matrix of the semi-trivial

equilibrium 𝐸3 are

𝜆3,1 = 1 − 𝑏𝑢3 −𝑤3, 𝜆3,2 =
−(1 + 2𝑢3) +

√

(1 + 2𝑢3)2 − 4𝑢3(1 + 𝑢3 − 𝑘𝑤3)
2

,

𝜆3,3 =
−(1 + 2𝑢3) −

√

(1 + 2𝑢3)2 − 4𝑢3(1 + 𝑢4 − 𝑘𝑤3)
2

.

From the expression and the existence conditions of 𝐸3, we get

1 + 𝑢3 − 𝑘𝑤3 = 2
√

1 − 𝑘ℎ0 > 0,

and

(1 + 2𝑢3)2 − 4𝑢3(1 + 𝑢3 − 𝑘𝑤3) = 1 + 4𝑘𝑢3𝑤3 > 0,

which mean that 𝜆3,2, 𝜆3,3 are negative. Moreover, it follows from
1 − 𝑢3 − 𝑘𝑤3 = 0 that

𝜆3,1 = 1 − 𝑏𝑢3 −𝑤3 = 1 − 𝑏 + (𝑏𝑘 − 1)𝑤3 < 0

if 𝑘 < 1 and ℎ1 < ℎ0 < 1∕𝑘. Then the semi-trivial equilibrium 𝐸3 is
ocally asymptotically stable if 𝑘 < 1 and ℎ1 < ℎ0 < 1∕𝑘. Moreover, we

get that 𝜆3,1 > 0 if
{

𝑘 ≥ 1, ℎ0 < 1∕𝑘 or
𝑘 < 1, ℎ0 < ℎ1.

(A.2)

That is, 𝐸2 is unstable if (A.2) is satisfied.
Furthermore, the characteristic equation for the Jacobian evaluated

at the coexistence equilibrium 𝐸5 is given by

|𝜆𝐼 − 𝐽 (𝑢5, 𝑣5, 𝑤5)| = 𝜆3 + 𝑆2𝜆
2 + 𝑆1𝜆 + 𝑆0 = 0,

where
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𝑆0 ∶= 𝑢5𝑣5
[

(1 − 𝑏𝑐) ℎ0
𝑤5

− 𝛽 𝑤5

]

,

𝑆1 ∶= (1 − 𝑏𝑐)𝑢5𝑣5 +
(𝑢5 + 𝑣5)ℎ0

𝑤5
− (𝑘𝑢5 + 𝑣5)𝑤5,

𝑆2 ∶= 𝑢5 + 𝑣5 +
ℎ0
𝑤5

.

Straightforward calculations give us that 𝑆0 > 0 and 𝑆2 > 0. Then,
y the Routh–Hurwitz criterion [34, Appendix B], we know that 𝐸5

is locally asymptotically stable if 𝑆1𝑆2 − 𝑆0 > 0. It follows from the
expression and the existence conditions of 𝐸5 that 𝑆1𝑆2 − 𝑆0 > 0 if
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑘 < 1, ℎ0 < ℎ1 or
𝜅1 < 𝑘 < 1, ℎ1 ≤ ℎ0 < ℎ3 or
𝑘 = 1, ℎ0 < ℎ3 or
𝑘 > 1, ℎ0 < ℎ2 or
1 < 𝑘 < 𝜅2, ℎ2 ≤ ℎ0 < ℎ3.

(A.3)

Then the coexistence equilibrium 𝐸5 is locally asymptotically stable if
(A.3) holds. In a similar way, we obtain that 𝐸4 is unstable.

Data availability

No data was used for the research described in the article.
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