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#### Abstract

We study the problem of minimizing a sum of Euclidean norms. This nonsmooth optimization problem arises in many different kinds of modern scientific applications. In this paper we first transform this problem and its dual problem into a system of strongly semismooth equations, and give some uniqueness theorems for this problem. We then present a primaldual algorithm for this problem by solving this system of strongly semismooth equations. Preliminary numerical results are reported, which show that this primal-dual algorithm is very promising. © 2002 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Consider the problem of minimizing a sum of Euclidean norms:

$$
\begin{equation*}
\min _{x \in \mathfrak{R}^{n}} \sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\|, \tag{1.1}
\end{equation*}
$$

where $b_{1}, b_{2}, \ldots, b_{m} \in \mathfrak{R}^{d}$ are column vectors in the Euclidean $d$-space, $A_{1}, A_{2}, \ldots, A_{m} \in \mathfrak{R}^{n \times d}$ are $n$-by- $d$ matrices. Let $A=\left[A_{1}, A_{2}, \ldots, A_{m}\right]$ and $b^{\mathrm{T}}=\left[b_{1}^{\mathrm{T}}, \ldots, b_{m}^{\mathrm{T}}\right]$. Let

$$
\begin{equation*}
f(x)=\sum_{i=1}^{m} f_{i}(x) \tag{1.2}
\end{equation*}
$$

[^0]where
\[

$$
\begin{equation*}
f_{i}(x)=\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\|, \quad \text { for } i=1, \ldots, m \tag{1.3}
\end{equation*}
$$

\]

It is clear that $x=0$ is an optimal solution to problem (1.1) when all of the $b_{i}$ are zero. Therefore, we assume in the rest of this paper that not all of the $b_{i}$ are zero. Problem (1.1) is a convex programming problem, but its objective function $f$ is not differentiable at any point $x$ where $b_{i}-A_{i}^{\mathrm{T}} x=0$ for some $i$. Problem (1.1) arises in many applications, such as the VLSL design [1], the Euclidean facilities location problem and the Steiner minimal tree problem under a given topology [29]. Many algorithms have been designed to solve problem (1.1), see [1-5,18,26,28-30].

In this paper we study the problem of minimizing a sum of norms. First in Section 2 we transform this problem and its dual problem into some strongly semismooth equations. These transformations are very important to our design of quadratically convergent algorithms. In Section 3 we give some conditions for this problem having a unique solution. These conditions will be applied to the quadratic convergence analysis of the algorithm presented in Section 5. In Section 4 we present an augmented smoothing algorithm for solving nonsmooth equations, which is an extension of the smoothing methods proposed in [19,24,27,32]. In particular, global and superlinear convergence of this algorithm is established under some weaker conditions than those in [24]. In Section 5 we then propose a primal-dual algorithm for minimizing a sum of Euclidean norms by applying the augmented smoothing algorithm presented in Section 4 directly to a system of strongly semismooth equations derived from this problem and its dual problem. In Section 6, some numerical results are reported. We conclude this paper in Section 7.

Some words about our notation. For a continuously differentiable function $F: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{m}$, we denote the Jacobian of $F$ at $x \in \mathfrak{R}^{n}$ by $F^{\prime}(x)$, whereas the transposed Jacobian as $\nabla F(x)$. In particular, if $m=1$, the gradient $\nabla F(x)$ is viewed as a column vector.

Let $F: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{m}$ be a locally Lipschitzian vector function. By Rademacher's theorem, $F$ is differentiable almost everywhere. Let $\Omega_{F}$ denote the set of points where $F$ is differentiable. Then the $B$-subdifferential of $F$ at $x \in \mathfrak{R}^{n}$ is defined to be

$$
\begin{equation*}
\partial_{B} F(x)=\left\{\lim _{\substack{x^{k} \rightarrow x \\ x^{k} \in \Omega_{F}}} \nabla F\left(x^{k}\right)^{T}\right\} \tag{1.4}
\end{equation*}
$$

while Clarke's generalized Jacobian of $F$ at $x$ is defined to be

$$
\begin{equation*}
\partial F(x)=\operatorname{conv} \partial_{B} F(x), \tag{1.5}
\end{equation*}
$$

(see [11,21,25]). $F$ is called semismooth at $x$ if $F$ is directionally differentiable at $x$ and for all $V \in \partial F(x+h)$ and $h \rightarrow 0$,

$$
\begin{equation*}
F^{\prime}(x ; h)=V h+o(\|h\|) ; \tag{1.6}
\end{equation*}
$$

$F$ is called $p$-order semismooth, $p \in(0,1]$, at $x$ if $F$ is semismooth at $x$ and for all $V \in \partial F(x+h)$ and $h \rightarrow 0$,

$$
\begin{equation*}
F^{\prime}(x ; h)=V h+O\left(\|h\|^{1+p}\right) \tag{1.7}
\end{equation*}
$$

$F$ is called strongly semismooth at $x$ if $F$ is 1 -order semismooth at $x . F$ is called a (strongly) semismooth function if it is (strongly) semismooth everywhere (see [21,25]). Here, o(\|h\|) stands for a vector function $e: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{m}$, satisfying

$$
\lim _{h \rightarrow 0} \frac{e(h)}{\|h\|}=0
$$

while $O\left(\|h\|^{2}\right)$ stands for a vector function $e: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{m}$, satisfying

$$
\|e(h)\| \leqslant M\|h\|^{2}
$$

for all $h$ satisfying $\|h\| \leqslant \delta$, and some $M>0$ and $\delta>0$.

Lemma 1.1 (Qi and Sun [25]). (i) If $F$ is semismooth at $x$, then for any $V \in \partial F(x+h)$ and any $h \rightarrow 0$,

$$
F(x+h)-F(x)-V h=o(\|h\|)
$$

(ii) If $F$ is $p$-order semismooth at $x$, then for any $V \in \partial F(x+h)$ and any $h \rightarrow 0$,

$$
F(x+h)-F(x)-V h=O\left(\|h\|^{1+p}\right) .
$$

For a convex set $\Omega \subset \mathfrak{R}^{n}, \Pi_{\Omega}(\cdot)$ is the projection operator onto $\Omega$. For a vector $x \in \mathfrak{R}^{n},\|x\|$ represents the Euclidean norm $\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}$. Let $I_{d}$ denote the $d \times d$ identity matrix. Let $\Re_{+}=\{\epsilon \in$ $\mathfrak{R}: \epsilon \geqslant 0\}$ and $\mathfrak{R}_{++}=\{\epsilon \in \mathfrak{R}: \epsilon>0\}$. Finally, we use $\epsilon \downarrow 0^{+}$to denote the case that a positive scalar $\epsilon$ tends to 0 .

## 2. Some equivalent formulations

The dual of problem (1.1) has the following form:

$$
\begin{equation*}
\max _{y \in Y} b^{\mathrm{T}} y \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Y=\left\{y=\left[y_{1}^{\mathrm{T}}, \ldots, y_{m}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathfrak{R}^{m d}: y_{i} \in \mathfrak{R}^{d}, \quad\left\|y_{i}\right\| \leqslant 1, i=1, \ldots, m ; A y=0\right\} . \tag{2.2}
\end{equation*}
$$

Theorem 2.1 (see Andersen [2]). Let $x \in \mathfrak{R}^{n}, y \in Y$ and let $x^{*} \in \mathfrak{R}^{n}, y^{*} \in Y$ be optimal solutions to problems (1.1) and (2.1), respectively. Then
(a) $b^{\mathrm{T}} y \leqslant \sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\| \quad$ (weak duality)
and
(b) $\quad b^{\mathrm{T}} y^{*}=\sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\| \quad$ (strong duality).

Definition 2.1 (see Andersen [2]). A point $x \in \mathfrak{R}^{n}$ and a point $y \in Y$ are called $\epsilon$-optimal to problems (1.1) and (2.1) if

$$
\sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\|-b^{\mathrm{T}} y \leqslant \epsilon
$$

From Theorem 2.1 we have that $\left(x^{*}, y^{*}\right)$ is a pair of optimal solutions to problems (1.1) and (2.1) if and only if $\left(x^{*}, y^{*}\right)$ is a solution to the following equations and inequations:

$$
\begin{align*}
& A y=0 \\
& \left\|y_{i}\right\| \leqslant 1, \quad i=1, \ldots, m \\
& \sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\|-b^{\mathrm{T}} y=0 \tag{2.3}
\end{align*}
$$

In [4] it was proved that (2.3) is equivalent to

$$
\begin{align*}
& A y=0 \\
& \left\|y_{i}\right\| \leqslant 1, \quad i=1, \ldots, m  \tag{2.4}\\
& \left(b_{i}-A_{i}^{\mathrm{T}} x\right)-\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\| y_{i}=0, \quad i=1, \ldots, m
\end{align*}
$$

It follows from (2.4) that if $\left(x^{*}, y^{*}\right)$ is a pair of optimal solutions to problems (1.1) and (2.1), then for $i=1, \ldots, m$, either $b_{i}-A_{i}^{\mathrm{T}} x^{*}=0$ or $\left\|y_{i}^{*}\right\|=1$. If $b_{i}-A_{i}^{\mathrm{T}} x^{*} \neq 0$ for some $i$ then $y_{i}^{*}=\nabla f_{i}\left(x^{*}\right)$.

Definition 2.2. Let $\left(x^{*}, y^{*}\right)$ be a pair of optimal solutions to problems (1.1) and (2.1). We say strict complementarity holds at $\left(x^{*}, y^{*}\right)$ if, for each $i,\left\|y_{i}^{*}\right\|<1$ when $b_{i}-A_{i}^{\mathrm{T}} x^{*}=0$.

In [26] it was proved that (2.3) is equivalent to

$$
\begin{align*}
& A y=0 \\
& y_{i}-\Pi_{B}\left(y_{i}+\left(b_{i}-A_{i}^{\mathrm{T}} x\right)\right)=0, \quad i=1, \ldots, m, \tag{2.5}
\end{align*}
$$

where $B=\left\{s \in \mathfrak{R}^{d}:\|s\| \leqslant 1\right\}$ and $\Pi_{B}$ is the projection operator onto $B$.
Lemma 2.1. Let $\Omega \subset \mathfrak{R}^{n}$ be a convex set. If $s, t \in \mathfrak{R}^{n}$ satisfy $s=\Pi_{\Omega}(s+t)$, then $r=s+t$ and $t$ satisfy $t-r+\Pi_{\Omega}(r)=0$. Conversely, if $r$ and $t$ satisfy $t-r+\Pi_{\Omega}(r)=0$ then $s=\Pi_{\Omega}(r)$ and $t$ satisfy $s=\Pi_{\Omega}(s+t)$.

Proof. If $s, t \in \mathfrak{R}^{n}$ satisfy $s=\Pi_{\Omega}(s+t)$, then

$$
\Pi_{\Omega}(r)=\Pi_{\Omega}(s+t)=s=r-t .
$$

So, $t-r+\Pi_{\Omega}(r)=0$. Conversely, if $r$ and $t$ satisfy $t-r+\Pi_{\Omega}(r)=0$, then

$$
\Pi_{\Omega}(s+t)=\Pi_{\Omega}\left(\Pi_{\Omega}(r)+t\right)=\Pi_{\Omega}(r-t+t)=\Pi_{\Omega}(r)=s
$$

Let $P(y)=\left[\Pi_{B}\left(y_{1}\right)^{\mathrm{T}}, \Pi_{B}\left(y_{2}\right)^{\mathrm{T}}, \ldots, \Pi_{B}\left(y_{m}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$. It follows from Lemma 2.1 that (2.5) is equivalent to

$$
\begin{align*}
& A P(y)=0 \\
& y-P(y)-\left(b-A^{\mathrm{T}} x\right)=0 \tag{2.6}
\end{align*}
$$

in the sense that if $\left(x^{*}, y^{*}\right)$ is a solution of (2.6) then $\left(x^{*}, P\left(y^{*}\right)\right)$ is a solution of (2.5), and conversely if $\left(x^{*}, y^{*}\right)$ is a solution of (2.5) then $\left(x^{*}, y^{*}+\left(b-A^{\mathrm{T}} x^{*}\right)\right)$ is a solution of (2.6). Let

$$
\begin{equation*}
F(x, y)=\binom{A P(y)}{y-P(y)-\left(b-A^{\mathrm{T}} x\right)} \tag{2.7}
\end{equation*}
$$

So, we can solve problems (1.1) and (2.1) by solving the following nonsmooth equations:

$$
\begin{equation*}
F(x, y)=0 \tag{2.8}
\end{equation*}
$$

## 3. Uniqueness theorems

In what follows we always assume that $A$ has rank $n$. Under this assumption, the solution set of problem (1.1) is nonempty and bounded; see Lemma 2.1 [26]. However, it is easy to show that $A$ having rank $n$ is not sufficient for problem (1.1) having a unique solution. For example, let $x \in \mathfrak{R}^{2}$, $b_{1}=(0,1)^{\mathrm{T}}, b_{2}=(0,-1)^{\mathrm{T}}, A_{1}=A_{2}=I_{2}, A=\left[A_{1}, A_{2}\right]$, and

$$
f(x)=\left\|b_{1}-A_{1}^{\mathrm{T}} x\right\|+\left\|b_{2}-A_{2}^{\mathrm{T}} x\right\| .
$$

Clearly, $A$ has rank 2 , and $f(x)$ has a minimum of 2 which is attained for all $x=\left(0, x_{2}\right)^{\mathrm{T}}$ with $-1 \leqslant x_{2} \leqslant 1$. In this section we will give some conditions for problem (1.1) having a unique solution.

Lemma 3.1. (i) For any $x \in \mathfrak{R}^{n}$ and $y \in \mathfrak{R}^{n}$ with $\|y\| \leqslant 1$, $\|x\| \geqslant y^{\top} x$. (ii) If $x \neq 0$, then $\|x\|>y^{\mathrm{T}} x$ for any $y \in \mathfrak{R}^{n}$ with $\|y\|<1$.

Proof. Since $\|x\|=\max _{\|y\|=1} y^{\mathrm{T}} x=\max _{\|y\| \leqslant 1} y^{\mathrm{T}} x$, (i) and (ii) hold.
Theorem 3.1. Let $\left(x^{*}, y^{*}\right)$ be a pair of optimal solutions to problems (1.1) and (2.1). $x^{*}$ is a unique solution to problem (1.1) if
(i) strict complementarity holds at $\left(x^{*}, y^{*}\right)$, and
(ii) $\bar{A}=\left[A_{i}, i \in M_{0}\left(x^{*}\right)\right]$ has rank $n$, where

$$
M_{0}\left(x^{*}\right)=\left\{i:\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|=0, i=1, \ldots, m\right\} .
$$

Proof. For any $d \in \mathfrak{R}^{n}$ with $d \neq 0$ and $\delta>0$ small enough,

$$
\begin{align*}
f\left(x^{*}+\delta d\right) & =\sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}}\left(x^{*}+\delta d\right)\right\| \\
& \geqslant f\left(x^{*}\right)+\sum_{i \in M_{0}\left(x^{*}\right)} \delta\left\|A_{i}^{\mathrm{T}} d\right\|-\sum_{i \notin M_{0}\left(x^{*}\right)} \delta\left(y_{i}^{*}\right)^{\mathrm{T}}\left(A_{i}^{\mathrm{T}} d\right) \\
& =f\left(x^{*}\right)+\sum_{i \in M_{0}\left(x^{*}\right)} \delta\left\|A_{i}^{\mathrm{T}} d\right\|-\sum_{i \notin M_{0}\left(x^{*}\right)} \delta\left(A_{i} y_{i}^{*}\right)^{\mathrm{T}} d \\
& =f\left(x^{*}\right)+\delta \sum_{i \in M_{0}\left(x^{*}\right)}\left\{\left\|A_{i}^{\mathrm{T}} d\right\|+\left(y_{i}^{*}\right)^{\mathrm{T}}\left(A_{i}^{\mathrm{T}} d\right)\right\}, \quad \text { by }(2.3) \\
& >f\left(x^{*}\right), \quad \text { by (i), (ii) and Lemma 3.1 (ii). } \tag{3.1}
\end{align*}
$$

The first inequality follows from the convexity of $f_{i}(x)$. (3.1) shows that $x^{*}$ is a unique solution of problem (1.1).

Theorem 3.2. Let $\left(x^{*}, y^{*}\right)$ be a pair of optimal solutions to problems (1.1) and (2.1). Suppose that $\bar{A}=\left[A_{i}, i \in M_{0}\left(x^{*}\right)\right]$ is an $n \times n$ nonsingular matrix, where

$$
M_{0}\left(x^{*}\right)=\left\{i:\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|=0, i=1, \ldots, m\right\}
$$

Then $x^{*}$ is a unique solution to problem (1.1) if and only if $\left\|y_{i}^{*}\right\|<1$, for all $i \in M_{0}\left(x^{*}\right)$.
Proof. From Theorem 3.1, if $\left\|y_{i}^{*}\right\|<1$, for all $i \in M_{0}\left(x^{*}\right)$, then $x^{*}$ is a unique solution to problem (1.1). On the other hand, if there exists $i \in M_{0}\left(x^{*}\right)$ such that $\left\|y_{i}^{*}\right\|=1$, then a unique $d \in \mathfrak{R}^{n}$ and $d \neq 0$ can be found satisfying

$$
\begin{aligned}
& A_{i}^{\mathrm{T}} d=-y_{i}^{*} \\
& A_{i}^{\mathrm{T}} d=0, \quad i \in M_{0}\left(x^{*}\right) \backslash\{i\}
\end{aligned}
$$

and this corresponds to a direction of nonuniqueness as then it gives equality in (3.1) for all $\delta>0$ small enough.

Remark. When $d=1$, problem (1.1) is the following linear $\ell_{1}$ problem, see [17].

$$
\begin{equation*}
\min _{x \in R^{n}} \sum_{i=1}^{m}\left|b_{i}-a_{i}^{\mathrm{T}} x\right|, \tag{3.2}
\end{equation*}
$$

where $b_{1}, b_{2}, \ldots, b_{m} \in \Re$, and $a_{1}, a_{2}, \ldots, a_{m} \in \Re^{n}$. Let $A=\left[a_{1}, a_{2}, \ldots, a_{m}\right]$ and $b^{\mathrm{T}}=\left[b_{1}, b_{2}, \ldots, b_{m}\right]$. From (2.1) the dual of problem (3.2) has the following form:

$$
\begin{equation*}
\max _{y \in Y} b^{\mathrm{T}} y \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
Y=\left\{y \in \Re^{m}:\left|y_{i}\right| \leqslant 1, i=1, \ldots, m ; A y=0\right\} . \tag{3.4}
\end{equation*}
$$

It follows from Theorem 3.2 that

Corollary 3.1 (Osborne [17]). Let $\left(x^{*}, y^{*}\right)$ be a pair of optimal solutions to problems (3.2) and (3.3). Suppose that $\bar{A}=\left[a_{i}, i \in M_{0}\left(x^{*}\right)\right]$ is an $n \times n$ nonsingular matrix, where

$$
M_{0}\left(x^{*}\right)=\left\{i:\left|b_{i}-a_{i}^{\mathrm{T}} x^{*}\right|=0, i=1, \ldots, m\right\} .
$$

Then $x^{*}$ is a unique solution to problem (3.2) if and only if $\left|y_{i}^{*}\right|<1$, for all $i \in M_{0}\left(x^{*}\right)$.

## 4. An augmented smoothing algorithm for nonsmooth equations

In this section we present an augmented smoothing algorithm for solving nonsmooth equations, which is an extension of the smoothing methods proposed in [19,24,27,32]. In particular, global
and superlinear convergence of this algorithm is established under some weaker conditions than that in [24].

Throughout this section, we assume that $\Phi: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{n}$ is a locally Lipschitzian function. We are interested in finding zeroes of $\Phi$, i.e., solving the system of nonlinear equations

$$
\begin{equation*}
\Phi(x)=0 . \tag{4.1}
\end{equation*}
$$

Such a system of nonlinear equations arises from nonlinear complementarity, variational inequality, nonlinear programming, the maximal monotone operation problem, nonsmooth partial differential equations, the nonsmooth compact fixed point problem, and the Newton method for the complex eigenvalue problem, the problem of minimizing a sum of norms; see [6-10,12-16,19-27,31,32] Various nonsmooth variants of Newton's methods, quasi-Newton methods, and Gauss-Newton methods, have been proposed and studied; see [21-23,25].

Definition 4.3. Let $z=(t, x) \in \mathfrak{R} \times \mathfrak{R}^{n}$. We say $H: \mathfrak{R}^{n+1} \rightarrow \mathfrak{R}^{n+1}$, defined by

$$
\begin{equation*}
H(z):=\binom{t}{G(z)} \tag{4.2}
\end{equation*}
$$

an augmented smoothing function of $\Phi$ if
(i) $G$ is a locally Lipschitzian function and $G$ is continuously differentiable at any $(t, x) \in \mathfrak{R}^{n+1}$ with $t \neq 0$;
(ii) $G(0, x)=\Phi(x)$ for any $x \in \mathfrak{R}^{n}$.

Clearly, if $H$ is an augmented smoothing function of $\Phi$, then $H$ is a locally Lipschitzian function and $H$ is continuously differentiable at any $(t, x) \in \mathfrak{R}^{n+1}$ with $t \neq 0$. Moreover, $H\left(t^{*}, x^{*}\right)=0$ if and only if $t^{*}=0$ and $\Phi\left(x^{*}\right)=0$. So solving the system of nonlinear equations (4.1) is equivalent to finding the zeros of $H$.

Choose $\bar{t} \in \mathfrak{R}_{++}$and $\gamma \in(0,1)$ such that $\gamma \bar{t}<1$. Let $\bar{z}:=(\bar{t}, 0) \in \mathfrak{R} \times \mathfrak{R}^{n}$ and $s \in\left[\frac{1}{2}, 1\right]$. Define the merit function $\psi: \mathfrak{R}^{n+1} \rightarrow \mathfrak{R}_{+}$by

$$
\psi(z):=\|H(z)\|^{2}
$$

and define $\beta: \mathfrak{R}^{n+1} \rightarrow \mathfrak{R}_{+}$by

$$
\beta(z):=\gamma \min \left\{1,[\psi(z)]^{s}\right\} .
$$

## Algorithm 4.1

Step 0: Choose constants $\delta \in(0,1), s \in\left[\frac{1}{2}, 1\right]$ and $\sigma \in\left(0, \frac{1}{2}\right)$. Let $t^{0}:=\bar{t}, x^{0} \in \mathfrak{R}^{n}$ be an arbitrary point and $k:=0$.

Step 1: If $H\left(z^{k}\right)=0$ then stop. Otherwise, let $\beta_{k}:=\beta\left(z^{k}\right)$.
Step 2: Compute $\Delta z^{k}:=\left(\Delta t^{k}, \Delta x^{k}\right) \in \mathfrak{R}^{n} \times \mathfrak{R}^{n}$ by

$$
\begin{equation*}
H\left(z^{k}\right)+H^{\prime}\left(z^{k}\right) \Delta z^{k}=\beta_{k} \bar{z} \tag{4.3}
\end{equation*}
$$

Step 3: Let $l_{k}$ be the smallest nonnegative integer $l$ satisfying

$$
\begin{equation*}
\psi\left(z^{k}+\delta^{l} \Delta z^{k}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l}\right] \psi\left(z^{k}\right) . \tag{4.4}
\end{equation*}
$$

Define $z^{k+1}:=z^{k}+\delta^{l_{k}} \Delta z^{k}$.

Step 4: Replace $k$ by $k+1$ and go to Step 1.
Lemma 4.1. If for some $\tilde{z}:=(\tilde{t}, \tilde{x}) \in \mathfrak{R}_{++} \times \mathfrak{R}^{n}, H^{\prime}(\tilde{z})$ is nonsingular, then there exist a closed neighborhood $\mathscr{N}(\tilde{z})$ of $\tilde{z}$ and a positive number $\bar{\alpha} \in(0,1]$ such that for any $z=(t, x) \in \mathscr{N}(\tilde{z})$ and all $\alpha \in[0, \bar{\alpha}]$ we have $t \in \mathfrak{R}_{++}, H^{\prime}(z)$ is invertible and

$$
\begin{equation*}
\psi(z+\alpha \Delta z) \leqslant[1-2 \sigma(1-\gamma \bar{t}) \alpha] \psi(z) \tag{4.5}
\end{equation*}
$$

where $\Delta z$ is the solution of the following linear equation:

$$
H(z)+H^{\prime}(z) \Delta z=\beta(z) \bar{z}
$$

Proof. Since $H^{\prime}(\tilde{z})$ is invertible and $\tilde{t} \in \mathfrak{R}_{++}$, there exists a closed neighborhood $\mathscr{N}(\tilde{z})$ of $\tilde{z}$ such that for any $z=(t, x) \in \mathscr{N}(\tilde{z})$ we have $t \in \mathfrak{R}_{++}^{n}$ and that $H^{\prime}(z)$ is invertible. For any $z \in \mathscr{N}(\tilde{z})$, let $\Delta z=(\Delta t, \Delta x) \in \mathfrak{R}^{n} \times \mathfrak{R}^{n}$ be the unique solution of the following equation:

$$
\begin{equation*}
H(z)+H^{\prime}(z) \Delta z=\beta(z) \bar{z} \tag{4.6}
\end{equation*}
$$

and for any $\alpha \in[0,1]$, define

$$
g_{z}(\alpha)=G(z+\alpha \Delta z)-G(z)-\alpha G^{\prime}(z) \Delta z
$$

From (4.6), for any $z \in \mathscr{N}(\tilde{z})$,

$$
\Delta t=-t+\beta(z) \bar{t}
$$

Then for all $\alpha \in[0,1]$ and all $z \in \mathscr{N}(\tilde{z})$,

$$
\begin{equation*}
t+\alpha \Delta t=(1-\alpha) t+\alpha \beta(z) \bar{t} \in \mathfrak{R}_{++} . \tag{4.7}
\end{equation*}
$$

It follows from the mean value theorem that

$$
g_{z}(\alpha)=\alpha \int_{0}^{1}\left[G^{\prime}(z+\theta \alpha \Delta z)-G^{\prime}(z)\right] \Delta z d \theta
$$

Since $G^{\prime}(\cdot)$ is uniformly continuous on $\mathscr{N}(\tilde{z})$ and $\Delta z \rightarrow \Delta \tilde{z}$ as $z \rightarrow \tilde{z}$, for all $z \in \mathscr{N}(\tilde{z})$,

$$
\lim _{\alpha \downarrow 0}\left\|g_{z}(\alpha)\right\| / \alpha=0
$$

Then, from (4.7), (4.6) and the fact that $\beta(z) \leqslant \gamma[\psi(z)]^{1 / 2}$, for all $\alpha \in[0,1]$ and all $z \in \mathscr{N}(\tilde{z})$, we have

$$
\begin{align*}
(t & +\alpha \Delta t)^{2} \\
& =((1-\alpha) t+\alpha \beta(z) \bar{t})^{2} \\
& =(1-\alpha)^{2} t^{2}+2(1-\alpha) \alpha \beta(z) t \bar{t}+\alpha^{2}[\beta(z)]^{2} \bar{t}^{2} \\
& =(1-\alpha)^{2} t^{2}+2 \alpha \beta(z) t \bar{t}+O\left(\alpha^{2}\right) \\
& \leqslant(1-\alpha)^{2} t^{2}+2 \alpha \gamma[\psi(z)]^{\frac{1}{2}}\|H(z)\| \bar{t}+O\left(\alpha^{2}\right) \\
& =(1-\alpha)^{2} t^{2}+2 \alpha \gamma \bar{t} \psi(z)+O\left(\alpha^{2}\right) \tag{4.8}
\end{align*}
$$

and

$$
\begin{align*}
& \|G(z+\alpha \Delta z)\|^{2} \\
& \quad=\left\|G(z)+\alpha G^{\prime}(z) \Delta z+g_{z}(\alpha)\right\|^{2} \\
& \quad=\left\|(1-\alpha) G(z)+g_{z}(\alpha)\right\|^{2} \\
& \quad=(1-\alpha)^{2}\|G(z)\|^{2}+2(1-\alpha) G(z)^{\mathrm{T}} g_{z}(\alpha)+\left\|g_{z}(\alpha)\right\|^{2} \\
& \quad=(1-\alpha)^{2}\|G(z)\|^{2}+o(\alpha) . \tag{4.9}
\end{align*}
$$

It then follows from (4.8) and (4.9) that for all $\alpha \in[0,1]$ and all $z \in \mathscr{N}(\tilde{z})$, we have

$$
\begin{align*}
\psi(z & +\alpha \Delta z) \\
& =\|H(z+\alpha \Delta z)\|^{2} \\
& =(t+\alpha \Delta t)^{2}+\|G(z+\alpha \Delta z)\|^{2} \\
& \leqslant(1-\alpha)^{2} t^{2}+2 \alpha \gamma \bar{t} \psi(z)+(1-\alpha)^{2}\|G(z)\|^{2}+o(\alpha)+O\left(\alpha^{2}\right) \\
& =(1-\alpha)^{2} \psi(z)+2 \alpha \gamma \bar{t} \psi(z)+o(\alpha) \\
& =(1-2 \alpha) \psi(z)+2 \alpha \gamma \bar{t} \psi(z)+o(\alpha) \\
& =[1-2(1-\gamma \bar{t}) \alpha] \psi(z)+o(\alpha) \\
& \leqslant[1-2 \rho(1-\gamma \bar{t}) \alpha] \psi(z)+o(\alpha) . \tag{4.10}
\end{align*}
$$

Then, from inequality (4.10), we can find a positive number $\bar{\alpha} \in(0,1]$ such that for all $\alpha \in[0, \bar{\alpha}]$ and all $z \in \mathscr{N}(\tilde{z})$, (4.5) holds.

Assumption 4.1. For any $z=(t, x) \in \mathfrak{R}^{n+1}$ with $t>0, H^{\prime}(z)$ is nonsingular.
Lemma 4.2. Suppose that Assumption 4.1 holds. Then Algorithm 4.1 is well defined at the kth iteration and for any $k \geqslant 0$,

$$
\begin{equation*}
0<t^{k+1} \leqslant t^{k} \leqslant \bar{t} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
t^{k} \geqslant \beta\left(z^{k}\right) \bar{t} \tag{4.12}
\end{equation*}
$$

Proof. It follows from Lemma 4.1 that Algorithm 4.1 is well defined at the $k$ th iteration. Now we prove that (4.11) and (4.12) hold by induction. First, $t^{0}=\bar{t}>0$. From the design of Algorithm 4.1 and that, for any $z \in \mathfrak{R}^{n+1}, \beta(z) \leqslant \gamma<1$, we have

$$
t^{1}=\left(1-\delta^{l_{0}}\right) t^{0}+\delta^{l_{0}} \beta\left(z^{0}\right) \bar{t} \leqslant\left(1-\delta^{l_{0}}\right) t^{0}+\delta^{l_{0}} \gamma \bar{t} \leqslant t^{0}
$$

and

$$
t^{0} \geqslant \beta\left(z^{0}\right) \bar{t}
$$

Hence (4.11) and (4.12) hold for $k=0$. Suppose that (4.11) and (4.12) hold for $k \geqslant 0$. We now prove that (4.11) and (4.12) hold for $k+1$. From the design of Algorithm 4.1 we have

$$
t^{k+1}=\left(1-\delta^{l_{k}}\right) t^{k}+\delta^{l_{k}} \beta\left(z^{k}\right) \bar{t}
$$

Since $t^{k} \geqslant \beta\left(z^{k}\right) \bar{t}$,

$$
t^{k+1} \leqslant\left(1-\delta^{l_{k}}\right) t^{k}+\delta^{l_{k}} t^{k}=t^{k}
$$

and

$$
t^{k+1} \geqslant\left(1-\delta^{l_{k}}\right) \beta\left(z^{k}\right) \bar{t}+\delta^{l_{k}} \beta\left(z^{k}\right) \bar{t}=\beta\left(z^{k}\right) \bar{t}>0
$$

So, (4.11) holds for $k+1$. We now prove (4.12) holds for $k+1$ by considering the following two cases.

Case 1: $\psi\left(z^{k}\right)>1$.
In this case we have $\beta_{k}=\gamma$. It, therefore, follows from $t^{k} \geqslant \beta\left(z^{k}\right) \bar{t}$ and $\beta(z)=\gamma \min \left\{1,[\psi(z)]^{s}\right\} \leqslant \gamma$ for any $z \in \mathfrak{R}^{n+1}$ that

$$
\begin{align*}
& t^{k+1}-\beta\left(z^{k+1}\right) \bar{t} \\
& \quad=t^{k}+\delta^{l_{k}} \Delta t^{k}-\beta\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right) \bar{t} \\
& \quad \geqslant\left(1-\delta^{l_{k}}\right) t^{k}+\delta^{l_{k}} \beta_{k} \bar{t}-\gamma \bar{t} \\
& \quad \geqslant\left(1-\delta^{l_{k}}\right) \beta_{k} \bar{t}+\delta^{l_{k}} \beta_{k} \bar{t}-\gamma \bar{t} \\
& \quad=\left(1-\delta^{l_{k}}\right) \gamma \bar{t}+\delta^{l_{k}} \gamma \bar{t}-\gamma \bar{t} \\
& \quad=0 \tag{4.13}
\end{align*}
$$

Case 2: $\psi\left(z^{k}\right) \leqslant 1$.
In this case, we have

$$
\begin{equation*}
\psi\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l_{k}}\right] \psi\left(z^{k}\right) \leqslant 1 \tag{4.14}
\end{equation*}
$$

So

$$
\beta\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right)=\gamma\left[\psi\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right)\right]^{s} .
$$

Hence, by using the first inequality (4.14), we have

$$
\begin{align*}
& t^{k+1}-\beta\left(z^{k+1}\right) \bar{t} \\
& \quad=t^{k}+\delta^{l_{k}} \Delta t^{k}-\beta\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right) \bar{t} \\
& \quad=\left(1-\delta^{l_{k}}\right) t^{k}+\delta^{l_{k}} \beta_{k} \bar{t}-\gamma\left[\psi\left(z^{k}+\delta^{l_{k}} \Delta z^{k}\right)\right]^{s} \bar{t} \\
& \quad \geqslant\left(1-\delta^{l_{k}}\right) \beta_{k} \bar{t}+\delta^{l_{k}} \beta_{k} \bar{t}-\gamma\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l_{k}}\right]^{s}\left[\psi\left(z^{k}\right)\right]^{\bar{t}} \\
& \quad=\beta_{k} \bar{t}-\gamma[1-2 \sigma(1-\gamma \bar{t}) \alpha]^{s}\left[\psi\left(z^{k}\right)\right]^{s} \bar{t} \\
& \quad=\gamma\left[\psi\left(z^{k}\right)\right]^{s} \bar{t}-\gamma[1-2 \sigma(1-\gamma \bar{t}) \alpha]^{s}\left[\psi\left(z^{k}\right)\right]^{s} \bar{t} \\
& \quad=\gamma\left\{1-[1-2 \sigma(1-\gamma \bar{t}) \alpha]^{s}\right\}\left[\psi\left(z^{k}\right)\right]^{s} \bar{t} \\
& \quad \geqslant 0 . \tag{4.15}
\end{align*}
$$

So, (4.12) holds for $k+1$. This completes our proof.

Theorem 4.1. Suppose that Assumption 4.1 holds. Then an infinite sequence $\left\{z^{k}\right\}$ is generated by Algorithm 4.1 and each accumulation point $\tilde{z}$ of $\left\{z^{k}\right\}$ is a solution of $H(z)=0$.

Proof. It follows from Lemma 4.2 and Assumption 4.1 that an infinite sequence $\left\{z^{k}\right\}$ is generated such that $t^{k} \geqslant \beta_{k} \bar{t}$ for all $k \geqslant 0$. From the design of Algorithm 4.1, $\psi\left(z^{k+1}\right)<\psi\left(z^{k}\right)$ for all $k \geqslant 0$. Hence the two sequences $\left\{\psi\left(z^{k}\right)\right\}$ and $\left\{\beta\left(z^{k}\right)\right\}$ are monotonically decreasing. Since $\psi\left(z^{k}\right), \beta\left(z^{k}\right)>0(k \geqslant 0)$, there exist $\tilde{\psi}, \tilde{\beta} \geqslant 0$ such that $\psi\left(z^{k}\right) \rightarrow \tilde{\psi}$ and $\beta\left(z^{k}\right) \rightarrow \tilde{\beta}$ as $k \rightarrow \infty$. If $\tilde{\psi}=0$ and $\left\{z^{k}\right\}$ has an accumulation point $\tilde{z}$, then from the continuity of $\psi(\cdot)$ and $\beta(\cdot)$ we obtain $\psi(\tilde{z})=0$ and $\beta(\tilde{z})=0$. Then we obtain the desired result. Suppose that $\tilde{\psi}>0$ and $\tilde{z}=(\tilde{t}, \tilde{x}) \in \mathfrak{R}^{n} \times \mathfrak{R}^{n}$ is an accumulation point of $\left\{z^{k}\right\}$. By taking a subsequence if necessary, we may assume that $\left\{z^{k}\right\}$ converges to $\tilde{z}$. It is easy to see that $\tilde{\psi}=\psi(\tilde{z}), \beta(\tilde{z})=\tilde{\beta}$ and $\tilde{t} \geqslant \beta(\tilde{z}) \bar{t}>0$. Then, from Assumption 4.1, $H^{\prime}(\tilde{z})$ exists and is invertible. Hence, by Lemma 4.1, there exist a closed neighborhood $\mathscr{N}(\tilde{z})$ of $\tilde{z}$ and a positive number $\bar{\alpha} \in(0,1]$ such that for any $z=(t, x) \in \mathscr{N}(\tilde{z})$ and all $\alpha \in[0, \bar{\alpha}]$ we have $t \in \mathfrak{R}_{++}, H^{\prime}(z)$ is invertible and

$$
\psi(z+\alpha \Delta z) \leqslant[1-2 \sigma(1-\gamma \bar{t}) \alpha] \psi(z)
$$

where $\Delta z$ is the solution of the following linear equation:

$$
H(z)+H^{\prime}(z) \Delta z=\beta(z) \bar{z}
$$

Therefore, for a nonnegative integer $l$ such that $\delta^{l} \in(0, \bar{\alpha}]$, we have

$$
\psi\left(z^{k}+\delta^{l} \Delta z^{k}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l}\right] \psi\left(z^{k}\right)
$$

for all sufficiently large $k$. Then, for every sufficiently large $k, l_{k} \leqslant l$ and hence $\delta^{l_{k}} \geqslant \delta^{l}$. Then

$$
\psi\left(z^{k+1}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l_{k}}\right] \psi\left(z^{k}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{l}\right] \psi\left(z^{k}\right)
$$

for all sufficiently large $k$. This contradicts the fact that the sequence $\left\{\psi\left(z^{k}\right)\right\}$ converges to $\tilde{\psi}>0$. So, we complete our proof.

Assumption 4.2. The level set $L\left(z^{0}\right)=\left\{z \in \mathfrak{R}^{n+1} \mid \psi(z) \leqslant \psi\left(z^{0}\right)\right\}$ is bounded.
It follows from Theorem 4.1 that
Corollary 4.1. Suppose that Assumptions 4.1 and 4.2 hold. Then an infinite sequence $\left\{z^{k}\right\}$ is generated by Algorithm 4.1 and there exists at least one accumulation point $\tilde{z}$ of $\left\{z^{k}\right\}$ such that $\tilde{z}$ is a solution of $H(z)=0$.

Assumption 4.3. For any $0<t_{1} \leqslant t_{2}$, the level set

$$
L_{\left[t_{1}, t_{2}\right]}\left(z^{0}\right)=\left\{x \in \mathfrak{R}^{n}: \psi(t, x) \leqslant \psi\left(z^{0}\right), t \in\left[t_{1}, t_{2}\right]\right\}
$$

is bounded.

Assumption 4.4. The solution set of Eq. (4.1) is nonempty and bounded.
For any given $t \in \mathfrak{R}$, define $\psi_{t}(x): \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{+}$by

$$
\begin{equation*}
\psi_{t}(x)=\|G(z)\|^{2} \tag{4.16}
\end{equation*}
$$

Clearly, $\psi_{0}(x)=\|\Phi(x)\|^{2}$, and for any fixed $t \in \mathfrak{R}_{++}, \psi_{t}$ is continuously differentiable with the gradient given by

$$
\begin{equation*}
\nabla \psi_{t}(x)=2\left(G_{x}^{\prime}(z)\right)^{T} G(z) \tag{4.17}
\end{equation*}
$$

If Assumption 4.1 holds, then $G_{x}^{\prime}(z)$ is nonsingular at any point $z=(t, x) \in \mathfrak{R}_{++} \times \mathfrak{R}^{n}$. For any $z=(t, x) \in \mathfrak{R} \times \mathfrak{R}^{n}$,

$$
\begin{equation*}
\psi(z)=t^{2}+\psi_{t}(x) \tag{4.18}
\end{equation*}
$$

Lemma 4.3 (Facchinei and Kanzow [14]). Let $C \subset \mathfrak{R}^{n}$ be a compact set. Then for any $\delta>0$, there exists a $\bar{t} \in \mathfrak{R}_{++}$such that

$$
\left|\psi_{t}(x)-\psi_{0}(x)\right| \leqslant \delta
$$

for all $x \in C$ and all $t \in[0, \bar{t}]$.
Theorem 4.2. Let $f: \mathfrak{R}^{n} \rightarrow \mathfrak{R}$ be continuously differentiable and coercive, i.e.,

$$
\lim _{\|x\| \rightarrow \infty} f(x)=+\infty
$$

Let $C \subset \mathfrak{R}^{n}$ be a nonempty and compact set and define $m$ to be the least value of $f$ on the (compact) boundary of $C$ :

$$
m:=\min _{x \in \partial C} f(x) .
$$

Assume further that there are two points $a \in C$ and $b \notin C$ such that $f(a)<m$ and $f(b)<m$. Then, there exists a point $c \in \mathfrak{R}^{n}$ such that $\nabla f(c)=0$ and $f(c) \geqslant m$.

This theorem is the famous Mountain Pass Theorem, see Theorem 5.3 [14]. We can use it to prove the following theorem.

Theorem 4.3. Suppose that Assumptions 4.1, 4.3 and 4.4 hold. Then
(i) An infinite sequence $\left\{z^{k}=\left(t^{k}, x^{k}\right)\right\}$ is generated by Algorithm 4.1, and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} H\left(z^{k}\right)=0, \quad \text { and } \quad \lim _{k \rightarrow+\infty} t^{k}=0 \tag{4.19}
\end{equation*}
$$

Hence each accumulation point, say $z^{*}=\left(0, x^{*}\right)$, of $\left\{z^{k}\right\}$ is a solution of $H(z)=0$.
(ii) The sequence $\left\{z^{k}\right\}$ is bounded. Hence, there exists at least one accumulation point, say $z^{*}=$ $\left(0, x^{*}\right)$, of $\left\{z^{k}\right\}$ such that $x^{*}$ is a solutions of $\Phi(x)=0$.
(iii) If (4.1) has an unique solution $x^{*}$, then

$$
\lim _{k \rightarrow+\infty} x^{k}=x^{*}
$$

Proof. (i) It follows from Lemma 4.2 and Assumption 4.1 that an infinite sequence $\left\{z^{k}\right\}$ is generated such that $t^{k} \geqslant \beta_{k} \bar{t}$ for all $k \geqslant 0$. From the design of Algorithm 4.1, $\psi\left(z^{k+1}\right)<\psi\left(z^{k}\right)$ for all $k \geqslant 0$. Hence the sequences $\left\{t^{k}\right\},\left\{\psi\left(z^{k}\right)\right\}$ and $\left\{\beta\left(z^{k}\right)\right\}$ are monotonically decreasing. Since
$\psi\left(z^{k}\right), \beta\left(z^{k}\right)>0(k \geqslant 0)$, there exist $\tilde{\psi}, \tilde{\beta} \geqslant 0$ such that $\psi\left(z^{k}\right) \rightarrow \tilde{\psi}$ and $\beta\left(z^{k}\right) \rightarrow \tilde{\beta}$ as $k \rightarrow \infty$. Suppose that $\tilde{\psi}>0$. Then, from Lemma 4.2,

$$
\lim _{k \rightarrow+\infty} t^{k}=\tilde{t} \geqslant \tilde{\beta} \bar{t}>0
$$

By Assumption 4.3, the sequence $\left\{z^{k}\right\}$ is bounded. From Theorem 4.1, $\tilde{\psi}=0$. This contradiction shows that $\tilde{\psi}=0$, i.e.,

$$
\lim _{k \rightarrow+\infty} H\left(z^{k}\right)=0, \quad \text { and } \quad \lim _{k \rightarrow+\infty} t^{k}=0
$$

(ii) Suppose that the infinite sequence $\left\{z^{k}\right\}$ is not bounded. Then the sequence $\left\{x^{k}\right\}$ is not bounded. Let $\mathscr{S}$ be the solution set of $\Phi(x)=0$, i.e., the solution set of $\psi_{0}(x)=0$. Without loss of generality, assume that $\left\{\left\|x^{k}\right\|\right\} \rightarrow \infty$. Hence there exists a compact set $C \subset \mathfrak{R}^{n}$ with $\mathscr{S} \subset$ int $C$ and

$$
\begin{equation*}
x^{k} \notin C \tag{4.20}
\end{equation*}
$$

for all $k$ sufficiently large. Let $a \in \mathscr{S}$ is a solution of Eq. (4.1). Then we have

$$
\psi_{0}(a)=0
$$

Since

$$
\bar{m}:=\min _{x \in \partial C} \psi_{0}(x)>0,
$$

we can apply Lemma 4.3 with $\delta:=\bar{m} / 4$ and conclude that

$$
\begin{equation*}
\psi_{t^{k}}(a) \leqslant \frac{1}{4} \bar{m} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
m:=\min _{x \in \partial C} \psi_{t^{k}}(x) \geqslant \frac{3}{4} \bar{m} \tag{4.22}
\end{equation*}
$$

for all $k$ sufficiently large. From (i) we have

$$
\begin{equation*}
\psi_{t^{k}}\left(x^{k}\right) \leqslant \frac{1}{4} \bar{m} \tag{4.23}
\end{equation*}
$$

for all $k$ sufficiently large. Now let us fix an index $k$ such that (4.20)-(4.23) hold. Applying Theorem 4.2 with $b:=x^{k}$, we obtain the existence of a vector $c \in \mathfrak{R}^{n}$ such that

$$
\nabla \psi_{t^{k}}(c)=0 \quad \text { and } \quad \psi_{t^{k}}(c) \geqslant \frac{3}{4} \bar{m}>0
$$

From (4.17) and Assumption 4.1 we have $G\left(t^{k}, c\right)=0$, i.e., $\psi_{t^{k}}(c)=0$, which gives us the desired contradiction.

It follows from (i) and (ii) that (iii) holds.
Remark. Clearly, if Assumption 4.2 holds, then Assumptions 4.3 and 4.4 hold. But the converse of this statement is not true. For example, let $x=\left(x_{1}, x_{2}\right) \in \mathfrak{R}^{2}, B=[-1,1], \Pi_{B}(\cdot)$ be the projection operator onto $B$ and

$$
\Phi(x)=\binom{x_{2}}{x_{2}-\Pi_{B}\left(x_{1}+x_{2}\right)} .
$$

Let

$$
H(t, x)=\left(\begin{array}{c}
t \\
x_{2}+t x_{1} \\
x_{2}-\left(x_{1}+x_{2}\right) / q(t, x)
\end{array}\right)
$$

where

$$
q(t, x)= \begin{cases}|t| \ln \left(\exp (1 /|t|)+\exp \left(\sqrt{\left(x_{1}+x_{2}\right)^{2}+t^{2}} /|t|\right)\right) & \text { if } t \neq 0 \\ \max \left\{1,\left|x_{1}+x_{2}\right|\right\} & \text { otherwise }\end{cases}
$$

and

$$
\psi(t, x)=t^{2}+\left(x_{2}+t x_{1}\right)^{2}+\left[x_{2}-\left(x_{1}+x_{2}\right) / q(t, x)\right]^{2} .
$$

Clearly, $(0,0)$ is the unique solution of $\Phi(x)=0$, and for any $t^{2} \geqslant t^{1}>0$ and $\alpha>0$, the level set

$$
L_{\left[t^{1}, t^{2}\right]}(\alpha):=\left\{x \in \mathfrak{R}^{2}: \psi(t, x) \leqslant \alpha, t \in\left[t^{1}, t^{2}\right]\right\}
$$

is bounded. Let $t^{0}=1, x_{1}^{0}=0$, and $x_{2}^{0}=1$. Then we have $\psi\left(t^{0}, x_{1}^{0}, x_{2}^{0}\right) \geqslant 2$. But $\psi\left(t, x_{1}, x_{2}\right)=1$ for any $\left(t, x_{1}, x_{2}\right) \in \mathfrak{R}^{3}$ with $t=0, x_{1} \in[0,+\infty)$ and $x_{2}=1$. So the level set

$$
L\left(z^{0}\right):=\left\{\left(t, x_{1}, x_{2}\right) \in \mathfrak{R}^{3}: \psi\left(t, x_{1}, x_{2}\right) \leqslant \psi\left(t^{0}, x_{1}^{0}, x_{2}^{0}\right)\right\}
$$

is not bounded.
Let $z^{*}=\left(0, x^{*}\right)$ and define

$$
\begin{equation*}
A\left(z^{*}\right)=\left\{\lim H^{\prime}\left(t^{k}, x^{k}\right): t^{k} \downarrow 0^{+} \text {and } x^{k} \rightarrow x^{*}\right\} . \tag{4.24}
\end{equation*}
$$

Clearly, $A\left(z^{*}\right) \subseteq \partial_{B} H\left(z^{*}\right)$.

Lemma 4.4. If all $V \in A\left(z^{*}\right)$ are nonsingular, then there is a neighborhood $N\left(z^{*}\right)$ of $z^{*}$ and $a$ constant $C$ such that for any $z=(t, x) \in N\left(z^{*}\right)$ with $t \neq 0, H^{\prime}(z)$ is nonsingular and

$$
\left\|\left(H^{\prime}(z)\right)^{-1}\right\| \leqslant C .
$$

Proof. If the conclusion is not true, then there is a sequence $\left\{z^{k}=\left(t^{k}, x^{k}\right)\right\}$ with all $t^{k} \neq 0$ such that $z^{k} \rightarrow z^{*}$, and either all $H^{\prime}\left(z^{k}\right)$ are singular or $\left\|\left(H^{\prime}\left(z^{k}\right)\right)^{-1}\right\| \rightarrow+\infty$. Since $H$ is locally Lipschitzian, $\partial H$ is bounded in a neighborhood of $z^{*}$. By passing to a subsequence, we may assume that $H^{\prime}\left(z^{k}\right) \rightarrow V$. Then $V$ must be singular, a contradiction to the assumption of this lemma. This completes the proof.

Theorem 4.4. Suppose that Assumption 4.1 is satisfied and $z^{*}$ is an accumulation point of the infinite sequence $\left\{z^{k}\right\}$ generated by Algorithm 4.1. Assume that all $V \in A\left(z^{*}\right)$ are nonsingular and $s \in\left(\frac{1}{2}, 1\right]$. If $H$ is semismooth at $z^{*}$, then the whole sequence $\left\{z^{k}\right\}$ converges to $z^{*}$,

$$
\begin{equation*}
\left\|z^{k+1}-z^{*}\right\|=o\left(\left\|z^{k}-z^{*}\right\|\right) \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi\left(z^{k+1}\right)=o\left(\psi\left(z^{k}\right)\right) . \tag{4.26}
\end{equation*}
$$

Furthermore, if $H$ is strongly semismooth at $z^{*}$, then

$$
\begin{equation*}
\left\|z^{k+1}-z^{*}\right\|=O\left(\left\|z^{k}-z^{*}\right\|^{2 s}\right) \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi\left(z^{k+1}\right)=O\left(\psi\left(z^{k}\right)^{2 s}\right) \tag{4.28}
\end{equation*}
$$

Proof. First, from Theorem 4.1, $z^{*}$ is a solution of $H(z)=0$. Then, from Lemma 4.4, there is a scalar $C$ such that for all $z^{k}$ sufficiently close to $z^{*}$,

$$
\begin{equation*}
\left\|H^{\prime}\left(z^{k}\right)^{-1}\right\| \leqslant C \tag{4.29}
\end{equation*}
$$

Hence, under the assumption that $H$ is semismooth (strongly semismooth, respectively) at $z^{*}$, from Lemma 1.1, for $z^{k}$ sufficiently close to $z^{*}$, we have

$$
\begin{align*}
\left\|z^{k}+\Delta z^{k}-z^{*}\right\| & =\left\|z^{k}+H^{\prime}\left(z^{k}\right)^{-1}\left[-H\left(z^{k}\right)+\beta_{k} \bar{z}\right]-z^{*}\right\| \\
& =O\left(\left\|H\left(z^{k}\right)-H\left(z^{*}\right)-H^{\prime}\left(z^{k}\right)\left(z^{k}-z^{*}\right)\right\|+\beta_{k} \bar{t}\right) \\
& =o\left(\left\|z^{k}-z^{*}\right\|\right)+O\left(\psi\left(z^{k}\right)^{s}\right) \quad\left(=O\left(\left\|z^{k}-z^{*}\right\|^{2}\right)+O\left(\psi\left(z^{k}\right)^{s}\right)\right) \tag{4.30}
\end{align*}
$$

Then, because $H$ is semismooth at $z^{*}, H$ is locally Lipschitz continuous near $z^{*}$, for all $z^{k}$ close to $z^{*}$,

$$
\begin{equation*}
\psi\left(z^{k}\right)^{s}=\left\|H\left(z^{k}\right)\right\|^{2 s}=O\left(\left\|z^{k}-z^{*}\right\|^{2 s}\right) \tag{4.31}
\end{equation*}
$$

Therefore, from (4.30) and (4.31), if $H$ is semismooth (strongly semismooth, respectively) at $z^{*}$, for all $z^{k}$ sufficiently close to $z^{*}$,

$$
\begin{equation*}
\left\|z^{k}+\Delta z^{k}-z^{*}\right\|=o\left(\left\|z^{k}-z^{*}\right\|\right) \quad\left(=O\left(\left\|z^{k}-z^{*}\right\|^{2 s}\right)\right) \tag{4.32}
\end{equation*}
$$

By (4.32), for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, there is a $k(\varepsilon)$ such that for all $k \geqslant k(\varepsilon)$,

$$
\begin{equation*}
\left\|z^{k}+\Delta z^{k}-z^{*}\right\| \leqslant \varepsilon\left\|z^{k}-z^{*}\right\| . \tag{4.33}
\end{equation*}
$$

By (4.3) and (4.29),

$$
\begin{aligned}
\left\|\Delta z^{k}\right\| & =\left\|H^{\prime}\left(z^{k}\right)^{-1}\left[-H\left(z^{k}\right)+\beta_{k} \bar{z}\right]\right\| \\
& \leqslant C\left\|H\left(z^{k}\right)\right\|+\bar{t} C\left[\psi\left(z^{k}\right)\right]^{1 / 2} \\
& =(1+\bar{t}) C\left\|H\left(z^{k}\right)\right\| .
\end{aligned}
$$

Then,

$$
\begin{align*}
\left\|z^{k}-z^{*}\right\| & \leqslant\left\|\Delta z^{k}\right\|+\left\|z^{k}+\Delta z^{k}-z^{*}\right\| \\
& \leqslant(1+\bar{t}) C\left\|H\left(z^{k}\right)\right\|+\varepsilon\left\|z^{k}-z^{*}\right\| . \tag{4.34}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\left\|z^{k}-z^{*}\right\| \leqslant 2(1+\bar{t}) C\left\|H\left(z^{k}\right)\right\| \tag{4.35}
\end{equation*}
$$

Hence, if $H$ is semismooth (strongly semismooth, respectively) at $z^{*}$, for all $z^{k}$ sufficiently close to $z^{*}$, we have

$$
\begin{align*}
\psi\left(z^{k}+\Delta z^{k}\right) & =\left\|H\left(z^{k}+\Delta z^{k}\right)\right\|^{2} \\
& =O\left(\left\|z^{k}+\Delta z^{k}-z^{*}\right\|^{2}\right) \\
& =o\left(\left\|z^{k}-z^{*}\right\|^{2}\right) \quad\left(=O\left(\left\|z^{k}-z^{*}\right\|^{4 s}\right)\right) \\
& =o\left(\left\|H\left(z^{k}\right)-H\left(z^{*}\right)\right\|^{2}\right) \quad\left(=O\left(\left\|H\left(z^{k}\right)-H\left(z^{*}\right)\right\|^{4 s}\right)\right) \\
& =o\left(\psi\left(z^{k}\right)\right) \quad\left(=O\left(\psi\left(z^{k}\right)^{2 s}\right)\right) \tag{4.36}
\end{align*}
$$

Therefore, for all $z^{k}$ sufficiently close to $z^{*}$ we have

$$
z^{k+1}=z^{k}+\Delta z^{k}
$$

which, together with (4.32) and (4.36), proves (4.25) and (4.26), and if $H$ is strongly semismooth at $z^{*}$, proves (4.27) and (4.28). So, we complete our proof.

## 5. A primal-dual algorithm for minimizing a sum of Euclidean norms

Define $p(t, s): \Re^{d+1} \rightarrow \mathfrak{R}^{d}$ by

$$
p(t, s)= \begin{cases}\phi(|t|, s) & \text { if } t \neq 0  \tag{5.1}\\ \Pi_{B}(s) & \text { if } t=0\end{cases}
$$

where

$$
\begin{equation*}
\phi(t, s)=s / q(t, s),(t, s) \in \mathfrak{R}_{++} \times \mathfrak{R}^{d}, \tag{5.2}
\end{equation*}
$$

and

$$
q(t, s)=t \ln \left(\exp (1 / t)+\exp \left(\sqrt{\|s\|^{2}+t^{2}} / t\right)\right)
$$

Proposition 5.1 (Qi and Zhou [26]). $p(t, s)$ has the following properties:
(i) For any given $t>0, p(t, s)$ is continuously differentiable;
(ii) $p(t, s) \in \operatorname{int} B$, for any given $t>0$;
(iii) $\left|p(t, s)-\Pi_{B}(s)\right| \leqslant(\ln 2+1) t$;
(iv) For any given $t>0$,

$$
\begin{equation*}
\nabla p_{s}(t, s)=\frac{1}{q(t, s)} I_{d}-\frac{s s^{\mathrm{T}}}{q(t, s)^{2}\left(1+\mathrm{e}^{\left(1-\sqrt{\|s\|^{2}+t^{2}}\right) / t}\right) \sqrt{\|s\|^{2}+t^{2}}}, \tag{5.3}
\end{equation*}
$$

and $\nabla p_{s}(t, s)$ is symmetric, positive definite and $\left\|\nabla \phi_{s}(t, s)\right\|<1$;
(v) For any given $s \in \mathfrak{R}^{d}$ and $t>0$,

$$
\begin{equation*}
\nabla p_{t}(t, s)=-\frac{1}{q^{2}(t, s)}\left(\ln e(t, s)-\frac{\mathrm{e}^{1 / t}}{t e(t, s)}+\frac{\|s\|^{2} \mathrm{e}^{\sqrt{\|s\|^{2}+t^{2} t / t}}}{t \sqrt{\|s\|^{2}+t^{2}} e(t, s)}\right) s \tag{5.4}
\end{equation*}
$$

where $e(t, s)=\mathrm{e}^{1 / t}+\mathrm{e}^{\sqrt{\|s\|^{2}+t^{2}} / t}$;
(vi) $p(t, s)$ is a strongly semismooth function on $\mathfrak{R} \times \mathfrak{R}^{d}$;
(vii) If $\left\|s^{*}\right\|<1$, then

$$
\lim _{\substack{t^{k} \mid 0^{+} \\ s^{k} \rightarrow s^{*}}} \nabla p_{s}\left(t^{k}, s^{k}\right)=I_{d} ;
$$

(viii) If $\left\|s^{*}\right\|>1$, then

$$
\lim _{\substack{t^{k} \downarrow 0^{+} \\ s^{k} \rightarrow s^{*}}} \nabla p_{s}\left(t^{k}, s^{k}\right)=\frac{1}{\left\|s^{*}\right\|} I_{d}-\frac{1}{\left\|s^{*}\right\| \|^{3}} s^{*}\left(s^{*}\right)^{\mathrm{T}}
$$

which is symmetric, nonnegative definite, and the norm of this matrix is less than 1 and the rank of this matrix is $d-1$.

Let $z:=(t, x, y) \in \mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$ and define $H: \mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d} \rightarrow \mathfrak{R}^{n+m d+1}$ by

$$
H(z):=\left(\begin{array}{c}
t  \tag{5.5}\\
A p(t, y)-t x \\
y-p(t, y)-\left(b-A^{\mathrm{T}} x\right)
\end{array}\right)
$$

where $p(t, y)=\left[p\left(t, y_{1}\right)^{\mathrm{T}}, \ldots, p\left(t, y_{m}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$. Then $H$ is an augmented smoothing function of $F$ defined in (2.7). From Proposition $5.1, H$ is continuously differentiable on $\mathfrak{R}_{++} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$ and strongly semismooth on $\mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$.

Lemma 5.1. For any $z=(t, x, y) \in \mathfrak{R}_{++} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$,

$$
H^{\prime}(z):=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{5.6}\\
A E(z)-x & -t I_{n} & A P(z) \\
-E(z) & A^{\mathrm{T}} & I_{m d}-P(z)
\end{array}\right)
$$

where

$$
\begin{equation*}
E(z)=\nabla p_{t}(t, y) \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
P(z)=\operatorname{Diag}\left(p_{s}^{\prime}\left(t, y_{i}\right), i=1, \ldots, m\right) \tag{5.8}
\end{equation*}
$$

and $H^{\prime}(z)$ is nonsingular.
Proof. We have that (5.6) holds by simple computation. For any $z=(t, x, y) \in \mathfrak{R}_{++} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$, in order to prove $H^{\prime}(z)$ is nonsingular, we only need to prove that

$$
M=\left(\begin{array}{cc}
-t I_{n} & A P(z) \\
A^{\mathrm{T}} & I_{m d}-P(z)
\end{array}\right)
$$

is nonsingular. For any $t>0$ and $(x, y) \in \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$, from Proposition 5.1 $P(z)$ is symmetric positive definite and $\|P(z)\|<1$. Let $M g=0$, where $g=\left(g_{1}^{\mathrm{T}}, g_{2}^{\mathrm{T}}\right)^{\mathrm{T}} \in \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$. Then we have

$$
\begin{equation*}
-t I_{n} g_{1}+A P(z) g_{2}=0 \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{\mathrm{T}} g_{1}+\left(I_{m d}-P(z)\right) g_{2}=0 \tag{5.10}
\end{equation*}
$$

From (5.10) we have

$$
\begin{equation*}
g_{2}=-\left(I_{m d}-P(z)\right)^{-1} A^{\mathrm{T}} g_{1} \tag{5.11}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left(t I_{n}+A P(z)\left(I_{m d}-P(z)\right)^{-1} A^{\mathrm{T}}\right) g_{1}=0 \tag{5.12}
\end{equation*}
$$

Let

$$
\begin{equation*}
B(z)=t I_{n}+A\left(I_{m d}-P(z)\right)^{-1} P(z) A^{\mathrm{T}} \tag{5.13}
\end{equation*}
$$

Then $B(z)$ is an $n$-by- $n$ symmetric positive definite matrix because $A$ has full rank. So $g_{1}=0$. Thus $g=0$. This indicates that $M$ is nonsingular. So $H^{\prime}(z)$ is nonsingular. This completes the proof.

Choose $\bar{t} \in \Re_{++}$and $\gamma \in(0,1)$ such that $\gamma \bar{t}<1$. Let $\bar{z}:=(\bar{t}, 0,0) \in \mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$. Define $\psi: \Re \times \Re^{n} \times \mathfrak{R}^{m d} \rightarrow \mathfrak{R}_{+}$by $\psi(z):=\|H(z)\|^{2}$, and $\beta: \mathfrak{R}_{+} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d} \rightarrow \mathfrak{R}_{+}$by $\beta(z):=\gamma \min \{1, \psi(z)\}$.

## Algorithm 5.1

Step 0: Choose constants $\delta \in(0,1), \sigma \in(0,1 / 2)$ and $\varepsilon_{1}, \varepsilon_{2}>0$ as termination tolerances. Let $z^{0}:=\left(\bar{t}, x^{0}, y^{0}\right) \in \mathfrak{R}_{++} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$ and $k:=0$.

Step 1: If $\left\|A p\left(t^{k}, y^{k}\right)\right\| \leqslant \varepsilon_{1}$ and $\left|\sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x^{k}\right\|-b^{\mathrm{T}} p\left(t^{k}, y^{k}\right)\right| \leqslant \varepsilon_{2}$ then stop. Otherwise, let $\beta_{k}:=\beta\left(z^{k}\right)$.

Step 2: Compute $\Delta z^{k}:=\left(\Delta t^{k}, \Delta x^{k}, \Delta y^{k}\right) \in \mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$ by

$$
\begin{equation*}
H\left(z^{k}\right)+H^{\prime}\left(z^{k}\right) \Delta z^{k}=\beta_{k} \bar{z} \tag{5.14}
\end{equation*}
$$

Step 3: Let $j_{k}$ be the smallest nonnegative integer $j$ satisfying

$$
\begin{equation*}
\psi\left(z^{k}+\delta^{j} \Delta z^{k}\right) \leqslant\left[1-2 \sigma(1-\gamma \bar{t}) \delta^{j}\right] \psi\left(z^{k}\right) \tag{5.15}
\end{equation*}
$$

Define $z^{k+1}:=z^{k}+\delta^{j_{k}} \Delta z^{k}$.
Step 4: Replace $k$ by $k+1$ and go to Step 1.

Lemma 5.2. Assume that $A$ has rank $n$. Then the set

$$
\mathscr{S}=\left\{(x, y) \in \mathfrak{R}^{n} \times \mathfrak{R}^{m d}: F(x, y)=0\right\}
$$

where $F$ is defined in (2.7), is nonempty and bounded.
Proof. From Lemma 2.1 and Lemma 2.1 of Ref. [26], this lemma holds.

Lemma 5.3. For any $0<t_{1} \leqslant t_{2}$ and $\alpha>0$, the level set

$$
L_{\left[t_{1}, t_{2}\right]}(\alpha)=\left\{(x, y) \in \mathfrak{R}^{n} \times \mathfrak{R}^{m d}: \psi(t, x, y) \leqslant \alpha, t \in\left[t_{1}, t_{2}\right]\right\}
$$

is bounded.

Proof. For any $(x, y) \in L_{\left[t, t_{2}\right]}(\alpha)$,

$$
\psi(t, x, y)=t^{2}+(A p(t, y)-t x)^{2}+\sum_{i=1}^{m}\left(y_{i}-p\left(t, y_{i}\right)-\left(b_{i}-A_{i}^{\mathrm{T}} x\right)\right)^{2} \leqslant \alpha
$$

So

$$
\begin{equation*}
\sum_{i=1}^{m}\left(y_{i}-p\left(t, y_{i}\right)-\left(b_{i}-A_{i}^{\mathrm{T}} x\right)\right)^{2} \leqslant \alpha \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
(A p(t, y)-t x)^{2} \leqslant \alpha \tag{5.17}
\end{equation*}
$$

From (5.17) $x$ is bounded. It follows from (5.16) $y$ is bounded. Hence $L_{t}(\alpha)$ is bounded.
By Lemmas 5.1, 5.2 and 5.3 and Theorem 4.3, we have

Theorem 5.1. (i) An infinite sequence $\left\{z^{k}\right\} \subseteq \mathfrak{R} \times \mathfrak{R}^{n} \times \mathfrak{R}^{m d}$ is generated by Algorithm 5.1, and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} H\left(z^{k}\right)=0 \quad \text { and } \quad \lim _{k \rightarrow+\infty} t^{k}=0 \tag{5.18}
\end{equation*}
$$

Hence each accumulation point, say $z^{*}=\left(0, x^{*}, y^{*}\right)$, of $\left\{z^{k}\right\}$ is a solution of $H(z)=0$, and $x^{*}$ and $P\left(y^{*}\right)$ are optimal solutions to problems (1.1) and (2.1), respectively;
(ii) The sequence $\left\{z^{k}\right\}$ is bounded. Hence there exists at least an accumulation point, say $z^{*}=\left(0, x^{*}, y^{*}\right)$, of $\left\{z^{k}\right\}$ such that $x^{*}$ and $P\left(y^{*}\right)$ are optimal solutions to problems (1.1) and (2.1), respectively.
(iii) If problem (1.1) has a unique solution $x^{*}$, then

$$
\lim _{k \rightarrow+\infty} x^{k}=x^{*}
$$

Let $z^{*}=\left(0, x^{*}, y^{*}\right)$ and define

$$
\begin{equation*}
A\left(z^{*}\right)=\left\{\lim H^{\prime}\left(t^{k}, x^{k}, y^{k}\right): t^{k} \downarrow 0^{+}, x^{k} \rightarrow x^{*} \text { and } y^{k} \rightarrow y^{*}\right\} . \tag{5.19}
\end{equation*}
$$

Proposition 5.2. Let $M_{0}\left(x^{*}\right)=\left\{i:\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|=0, i=1, \ldots, m\right\}$. If $\bar{A}=\left[A_{i}, i \in M_{0}\left(x^{*}\right)\right]$ is an $n \times n$ nonsingular matrix and $\left\|y_{i}^{*}\right\|<1$ for $i \in M_{0}\left(x^{*}\right)$, then all $V \in A\left(z^{*}\right)$ are nonsingular.

Proof. Without loss of generality, we suppose that $\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|=0$ for $i=1, \ldots, j$ and $\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|>0$ for $i=j+1, \ldots, m$. Then $\left\|y_{i}^{*}\right\|<1$ for $i=1, \ldots, j$ and $\left\|y_{i}^{*}\right\|>1$ for $i=j+1, \ldots, m$. From Proposition (5.1) and (5.19) we have that for any $V \in A\left(z^{*}\right)$, there exists a sequence $\left\{z^{k}=\left(t^{k}, x^{k}, y^{k}\right)\right\}$ such that

$$
V=\left(\begin{array}{ccc}
1 & 0 & 0 \\
A E^{*}-x^{*} & 0 & A P^{*} \\
-E^{*} & A^{\mathrm{T}} & I_{m d}-P^{*}
\end{array}\right)
$$

where

$$
\begin{aligned}
& E^{*}=\left[E_{1}^{*}, \ldots, E_{m}^{*}\right]^{\mathrm{T}}, \\
& \left(E_{i}^{*}\right)^{\mathrm{T}}=\lim _{\substack{\left.t^{k}\right\rfloor 0^{+} \\
x^{k} \rightarrow x^{*} \\
y_{i}^{k} \rightarrow y_{i}^{*}}} \nabla p_{t}\left(t^{k}, y_{i}^{k}\right), \quad \text { for } i=1, \ldots, m,
\end{aligned}
$$

and

$$
\begin{aligned}
& P^{*}=\operatorname{Diag}\left(P_{i}^{*}\right), \\
& P_{i}^{*}=I_{d}, \quad \text { for } i=1, \ldots, j, \\
& P_{i}^{*}=\frac{1}{\left\|y_{i}^{*}\right\|} I_{d}-\frac{1}{\left\|y_{i}^{*}\right\|^{3}} y_{i}^{*}\left(y_{i}^{*}\right)^{\mathrm{T}}, \quad \text { for } i=j+1, \ldots, m .
\end{aligned}
$$

Let

$$
M=\left(\begin{array}{cc}
0 & A P^{*} \\
A^{\mathrm{T}} & I_{m d}-P^{*}
\end{array}\right) .
$$

Hence, proving $V$ is nonsingular is equivalent to proving $M$ is nonsingular.
Let

$$
\begin{aligned}
& \tilde{A}=\left[A_{j+1}, \ldots, A_{m}\right], \\
& D=\operatorname{Diag}\left(P_{i}^{*}, i=j+1, \ldots, m\right),
\end{aligned}
$$

and

$$
q=\left[q_{1}^{\mathrm{T}}, q_{2}^{\mathrm{T}}, q_{3}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathscr{R}^{n} \times \mathscr{R}^{n} \times \mathscr{R}^{m d-n} .
$$

Let $M q=0$. Then we have

$$
\begin{align*}
& \bar{A} q_{2}+\tilde{A} D q_{3}=0,  \tag{5.20}\\
& \bar{A}^{T} q_{1}=0 \tag{5.21}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{A}^{\mathrm{T}} q_{1}+\left(I_{m d-n}-D\right) q_{3}=0 \tag{5.22}
\end{equation*}
$$

From (5.21) we have $q_{1}=0$. Then, from (5.22) $q_{3}=0$. It follows from (5.20) $q_{2}=0$. Thus $q=0$. This indicates that $M$ is nonsingular. So $V$ is nonsingular. This completes the proof.

From Proposition 5.2 and Theorem 4.4 we have

Theorem 5.2. Suppose that $z^{*}=\left(0, x^{*}, y^{*}\right)$ is an accumulation point of the infinite sequence $\left\{z^{k}\right\}$ generated by Algorithm 5.1. Let $M_{0}\left(x^{*}\right)=\left\{i:\left\|b_{i}-A_{i}^{\mathrm{T}} x^{*}\right\|=0, i=1, \ldots, m\right\}$. If $\bar{A}=\left[A_{i}, i \in M_{0}\left(x^{*}\right)\right]$ is an $n \times n$ nonsingular matrix and $\left\|y_{i}^{*}\right\|<1$ for $i \in M_{0}\left(x^{*}\right)$, then the whole sequence $\left\{z^{k}\right\}$ converges to $z^{*}$, and the convergence is $Q$-quadratic.

Table 1
Numerical results for Algorithm 5.1

| Example | $n$ | $d$ | $m$ | It | NH | NO | $f\left(x^{k}\right)$ | relgap | $\\|A p\\|$ |
| :--- | ---: | :--- | ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| 1 | 16 | 2 | 17 | 17 | 54 | 4 | $2.54 \mathrm{e}+01$ | $2.70 \mathrm{e}-16$ | $7.66 \mathrm{e}-16$ |
| 2 | 4 | 2 | 5 | 10 | 17 | 1 | $4.00 \mathrm{e}+02$ | 0 | $1.40 \mathrm{e}-16$ |
| 3 | 10 | 2 | 55 | 14 | 29 | 2 | $2.26 \mathrm{e}+02$ | $1.25 \mathrm{e}-16$ | $2.41 \mathrm{e}-15$ |
| 4 | 3 | 3 | 100 | 7 | 25 | 0 | $5.59 \mathrm{e}+02$ | $1.02 \mathrm{e}-15$ | $1.41 \mathrm{e}-13$ |
| 5 | 4 | 4 | 150 | 8 | 25 | 0 | $8.46 \mathrm{e}+02$ | $6.71 \mathrm{e}-16$ | $1.84 \mathrm{e}-13$ |
| 6 | 5 | 5 | 200 | 7 | 23 | 0 | $1.32 \mathrm{e}+03$ | $2.07 \mathrm{e}-15$ | $3.69 \mathrm{e}-13$ |
| 7 | 7 | 7 | 300 | 8 | 23 | 0 | $2.32 \mathrm{e}+03$ | $1.96 \mathrm{e}-16$ | $1.22 \mathrm{e}-13$ |
| 8 | 8 | 8 | 400 | 7 | 21 | 0 | $3.48 \mathrm{e}+03$ | $1.83 \mathrm{e}-15$ | $5.62 \mathrm{e}-13$ |
| 9 | 9 | 9 | 500 | 7 | 21 | 0 | $4.58 \mathrm{e}+03$ | $1.59 \mathrm{e}-15$ | $4.55 \mathrm{e}-13$ |
| 10 | 10 | 2 | 100 | 18 | 36 | 2 | $6.86 \mathrm{e}+01$ | 0 | $9.57 \mathrm{e}-14$ |
| 11 | 20 | 3 | 200 | 32 | 104 | 0 | $1.78 \mathrm{e}+02$ | $3.17 \mathrm{e}-16$ | $6.27 \mathrm{e}-13$ |

## 6. Numerical experiments

Algorithm 5.1 was implemented in MATLAB and was run on a DEC Alpha Server 8200 for the following examples, where Examples 1 and 2 are taken from [29] and Examples 3-11 from [18]. Throughout the computational experiments, we used the following parameters:

$$
\delta=0.5, \quad \sigma=0.0005, \quad \bar{t}=0.002, \text { and } \gamma=0.5 .
$$

We terminated our iteration when one of the following conditions was satisfied
(1) $k>50$;
(2) $\operatorname{relgap}\left(x^{k}, p\left(t^{k}, y^{k}\right)\right) \leqslant 1 \mathrm{e}-8$ and $\left\|A p\left(t^{k}, y^{k}\right)\right\| \leqslant 1 \mathrm{e}-12$;
(3) ls $>20$.
where 1 l was the number of line search at each step and

$$
\operatorname{relgap}(x, p(t, y))=\frac{\left|\sum_{i=1}^{m}\right|\left|b_{i}-A_{i}^{\mathrm{T}} x \|-b^{\mathrm{T}} p(t, y)\right|}{\sum_{i=1}^{m}\left\|b_{i}-A_{i}^{\mathrm{T}} x\right\|+1}
$$

The numerical results which we obtained are summarized in Table 1. In this table, $n, d$ and $m$ specify the problem dimensions, It denotes the number of iterations, which is also equal to the number of Jacobian evaluations for the function $H$, NH denotes the number of function evaluations for the function $H$, NO indicates the number of norms that are zero at the optimal solution, more precisely, which is interpreted as being zero if it is less than the tolerance $10^{-10}, f\left(x^{k}\right)$ denotes the value of $f(x)$ at the final iteration, relgap denotes the relative duality gap, and $\|A p\|$ denotes the value of $\|A p(t, y)\|$ at the final iteration. In the following, we give a brief description of the tested problems, where $\mathbf{0}$ is the vector of all zeros and $\mathbf{e}$ is the vector of all ones.

Example 1. This is a SMT problem [29]. The starting point $x^{0}=\mathbf{e}$ and $y^{0}=\mathbf{0}$.

Example 2. This is a SMT problem [29]. The starting point $x^{0}=\mathbf{e}$ and $y^{0}=\mathbf{e}$.

Example 3. This is a multifacility location problem [18]. The starting point $x^{0}=\mathbf{e}$ and $y^{0}=\mathbf{0}$.
The following examples are generated randomly. We use the following pseudo-random sequence:

$$
\begin{aligned}
& \psi_{0}=7, \quad \psi_{i+1}=\left(445 \psi_{i}+1\right) \bmod 4096, \quad i=1,2, \ldots \\
& \bar{\psi}_{i}=\frac{\psi_{i}}{4096}, \quad i=1,2, \ldots
\end{aligned}
$$

Example 4 (see Overton [18]).

$$
\begin{aligned}
& n=3, d=3, m=100 \\
& A_{i}=I, i=1,2, \ldots, m, \text { except } A_{i}=100 I \text { if } i \bmod 10=1
\end{aligned}
$$

The elements of $b_{i}, i=1,2, \ldots, m$, are successively set to be $\bar{\psi}_{1}, \bar{\psi}_{2}, \ldots$, in the order $\left(b_{1}\right)_{1}, \ldots,\left(b_{1}\right)_{d}$, $\left(b_{2}\right)_{1}, \ldots,\left(b_{m}\right)_{d}$, except that the appropriate random number is multiplied by 100 to give $\left(b_{i}\right)_{j}$ if $i \bmod 10=1$. The starting point $x^{0}=b_{m}$ and $y^{0}=\mathbf{0}$.

Example 5. The same as Example 4 except $n=4, d=4, m=150$.
Example 6. The same as Example 4 except $n=5, d=5, m=200$.

Example 7. The same as Example 4 except $n=7, d=7, m=300$.

Example 8. The same as Example 4 except $n=8, d=8, m=400$.

Example 9. The same as Example 4 except $n=9, d=9, m=500$.

Example 10 (see Overton [18]).

$$
n=10, d=2, m=100
$$

The elements of $A_{i}, i=1,2, \ldots, m$, those of $b_{i}, i=1,2, \ldots, m$, and those of $x^{0}$ are successively set to $\bar{\psi}_{1}, \bar{\psi}_{2}, \ldots$, in the order:

$$
\begin{aligned}
& \left(A_{1}\right)_{11},\left(A_{1}\right)_{21}, \ldots,\left(A_{1}\right)_{n 1},\left(A_{1}\right)_{12}, \ldots,\left(A_{1}\right)_{n d}, \ldots,\left(A_{m}\right)_{n d}, \\
& \left(b_{1}\right)_{1}, \ldots,\left(b_{1}\right)_{d},\left(b_{2}\right)_{1}, \ldots,\left(b_{m}\right)_{d}, x_{1}^{0}, \ldots, x_{n}^{0}
\end{aligned}
$$

except that the appropriate random number is multiplied by 100 to give $\left(A_{i}\right)_{j k}$ or $\left(b_{i}\right)_{j}$ if $i \bmod 10=1$, and $y^{0}=\mathbf{0}$.

Example 11. The same as Example 10 except $n=20, d=3, m=200$.

The results reported in Table 1 show that this method is extremely promising. The algorithm was able to solve all examples after a small number of iterations. The number of iterations increases slowly with the size of the problem. For Examples 1 and 2, the number of iterations required by our algorithm is fewer than that required by the algorithm proposed in [29].

## 7. Conclusions

In this paper we first transformed the problem of minimizing a sum of norms and its dual problem into a system of strongly semismooth equations, and gave some uniqueness theorems for this problem. We then presented a primal-dual algorithm for this problem by solving this system of strongly semismooth equations. Numerical results showed that this primal-dual algorithm worked very satisfactorily for the tested problems.
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