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Abstract

For the zero-norm regularized problem, we verify that the penalty problem of its
equivalent MPEC reformulation is a global exact penalty, which implies a family
of equivalent surrogates. For a subfamily of these surrogates, the critical point set is
demonstrated to coincide with the d-directional stationary point set and when a critical
point has no too small nonzero component, it is a strongly local optimal solution of
the surrogate problem and the zero-norm regularized problem. We also develop a
proximal majorization-minimization (MM) method for solving the DC (difference of
convex functions) surrogates, and provide its global and linear convergence analysis.
For the limit of the generated sequence, the statistical error bound is established under a
mild condition, which implies its good quality from a statistical respective. Numerical
comparisons with ADMM for solving the DC surrogate and APG for solving its
partially smoothed form indicate that our proximal MM method armed with an inexact
dual PPA plus the semismooth Newton method (PMMSN for short) is remarkably
superior to ADMM and APG in terms of the quality of solutions and the CPU time.
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1 Introduction

Let A € R"™ P and b € R” be the given data matrix and vector, and let ¢ : R" —
[0, 400] be a proper function such that [Im(A) — ] N domd # @. We are interested
in the zero-norm regularized nonsmooth loss minimization problem

erel%&g Oy, (x):=0(Ax —b) + vllx[lo + (u/2) x|, (H
where v > 0 is the regularization parameter, || - ||o is the zero-norm (cardinality) of

vectors, and i > 0is atiny constant. The term %u llx |2, due to the lower boundedness
of the function x +— ¥ (Ax —b) + v|lx||o, ensures that problem (1) has a nonempty
compact global optimal solution set.

Since the zero-norm is the root to promote sparsity, problem (1) has wide appli-
cations in a host of scientific and engineering fields such as regression and variable
selection in statistics (see, e.g., [21, 54]), compressed sensing [18] and source separa-
tion [9] in signal processing, feature selection and classification in machine learning
[8,57], and so on. In particular, since ¢ is not required to be differentiable, problem (1)
often arises from robust models involving a piecewise linear-quadratic (PLQ) convex
loss ¥ (Ax —b) with 9 (2) = %Z;’ZI 6(z;) where 6 : R — [0, +0c]. For example,
when 6(¢) = |t| fort € R,

1
D (Ax—b) = ;lle—blh, @)

and (1) reduces to the sparsity regularized ¢;-loss model for robust sparse recovery
[59]; and when 0(¢) = (v —I; <o)t for t € R with some 7 € (0, 1),

U (Ax—b) : En (r—1I )(Ax—Db) 3)
- = - T— X—0); < —0O)i,
X n = {(Ax=b); <O AX

and it becomes the sparsity regularized check-loss model to monitor the heteroscedas-
ticity of high-dimensional data [55].

1.1 Existing related works

Problem (1) is generally NP-hard due to the combination of the zero-norm, and it is
impractical to seek a global optimizer via an algorithm with a polynomial-time com-
plexity. A common way to deal with this class of problems is to adopt the convex
relaxation technique to obtain a desirable solution in a statistical sense. The £;-norm
convex relaxation, as a popular relaxation method, has witnessed significant progress
in theory and computation since the early works [17, 54]. Although the £{-norm is
the convex envelope of the zero-norm on the £,,-norm unit ball, its ability to pro-
mote sparsity is weak especially in a complicated constraint set, say, the simplex set.
Inspired by this, many nonconvex surrogates have been proposed for the zero-norm
function, including the non-Lipschitz £, (0 < p < 1) surrogate [11, 12], smooth
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concave approximation [8, 47, 57], and the folded concave functions such as SCAD
and MCP [21, 64]. All of these surrogates are proposed from the primal perspective,
and moreover, the surrogate problems associated to the first two classes are only an
approximation to problem (1) and the approximation effect depends on whether p or
the smoothing parameter is close to 0.

Soubies et al. [52] ever proposed a class of exact continuous relaxations to the £,-£¢
minimization, but their proof depends on the structure of the least-square loss and it is
unclear whether or not their results are applicable to model (1) with a nonsmooth loss.
For the nonsmooth loss as in (1), Bian and Chen [5] recently verified that the surrogate
problem associated to the capped £1-norm surrogate is an exact continuous relaxation,
but their proof fully exploits the structure of the capped £1-norm and is not applicable
to analyzing the exactness of other surrogates. Then, it is natural to ask whether
there is a unified mechanism to analyze the exactness or equivalence of nonconvex
surrogates. This work provides such a unified analysis technique by leveraging the
metric subregularity, a Lipschitz-like continuity, of the sparsity constrained system.

For zero-norm regularized smooth loss optimization problems, a large number of
algorithms have been developed by using the sufficient smoothness of the loss func-
tion and/or the closed form of the proximal operator of the zero-norm (see, e.g., [28,
35, 60, 65]). By contrast, the algorithms for zero-norm regularized nonsmooth loss
optimization problems receive less attention except [5, 61], in which the nonsmooth
difficulty of the loss function is overcome by the smoothing technique. As will be
shown by the numerical results in Sect.5.2, an appropriate smoothing parameter is
hard to choose because it is very sensitive to the data, especially for those with a
highly-relevant covariance and a heavily-tailed noise. Another way to overcome the
nonsmooth difficulty of the loss function is to adopt the alternating direction of mul-
tiplier method (ADMM), but for zero-norm or its nonconvex surrogate regularized
nonsmooth loss problems, there is lack of convergence certificate for the ADMM,
and the existing convergence analysis in [7, 56] is inapplicable to it. Thus, to develop
an algorithm, which is efficient in practice and has a theoretical certificate, even for
problem (1) with a nonsmooth convex loss is imperative.

For optimization models involving a smooth loss and a nonconvex surrogate of
the zero-norm, there are some works to focus on the error bounds of their stationary
points to the true vector (see, e.g., [10, 36]) or the oracle property of a local optimizer
yielded by a specific algorithm [22]. However, for the models involving a nonsmooth
loss and a DC surrogate of zero-norm, to the best of our knowledge, there are no
work to investigate the statistical error bound of the stationary point yielded by an
algorithm. The model in [53] involves a square-root loss and a DC surrogate of zero-
norm, but the statistical error bound of the stationary point was not derived. For the
zero-norm regularized nonsmooth convex loss model, Bian and Chen [5] proposed a
smoothing proximal gradient algorithm to seek a lifted stationary point of the capped
£1-surrogate, but they did not provide a statistical error bound for the stationary point.
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1.2 The main contributions

The first contribution of this work is to provide a unified mechanism to capture equiv-
alent surrogates for problem (1) from a primal-dual viewpoint. We achieve this goal
by leveraging its mathematical program with equilibrium constraint (MPEC) refor-
mulation and showing that the penalty problem induced by the equilibrium constraint
is a global exact penalty of the MPEC. The SCAD, MCP and capped ¢; functions
are illustrated to be a member of this family. In particular, for a subfamily of these
surrogates, we demonstrate the strong local optimality of their critical points to the
surrogate problems and the zero-norm regularized problem. To reformulate the £-
norm regularized problem as an MPEC is a common practice, just as in [4, 23] do for
the zero-norm minimization problem, but to verify that its penalty problem induced
by the equilibrium constraint is a global exact penalty is more troublesome than to do
for the latter, because the former involves the growth of an additional function. For the
zero-norm constrained problems, Gotoh et al. [25] recently presented an equivalent
DC surrogate by proving the penalty problem induced by the zero-norm constraint to
be exact in a global sense, but their exact penalty analysis technique is inapplicable
to our MPEC reformulation. Le Thi et al. [31] got an equivalent DC surrogate for the
zero-norm regularized problem from a primal-dual viewpoint, while their surrogate is
different from ours.

The second contribution is to develop a proximal MM method for solving the
equivalent DC surrogate models. Different from the work [53], our proximal MM
method is not a special case of DC algorithms [32, 43] because it is based on a tighter
majorization of the DC surrogate, and moreover, its linear convergence rate could be
achieved without any conditions provided that ¢ and ¢ (to induce the DC surrogate)
are PLQ functions definable in an o-minimal structure. From [2, Section 4], such PLQ
functions are extensive. In addition, there are huge literature on MM methods and DC
algorithms for nonconvex and nonsmooth problems, but few of them discuss the local
optimality of the limit to the iterate sequence generated. It is shown that the limit of
the iterate sequence of our algorithm is a strongly local optimal solution to problem
(1) and its DC surrogate whenever its smallest nonzero component is not too small.

The last contribution, for the scenario where the data (b, A) comes from a noisy
linear observation model with respect to a true but unknown x* € R”, is to achieve a
non-asymptotic statistical error bound for the limit of the generated sequence to the
true x*. This error bound not only implies the good quality of the obtained limit from
a statistical perspective, but also clarifies the relation between the sample size and the
sparsity of the true x*.

For the proposed proximal MM armed with an inexact dual proximal point algorithm
(PPA) plus the powerful semismooth Newton to solve the subproblems, termed as
PMMSN, we conduct numerical experiments on synthetic and real data examples,
and compare its performance with that of ADMM for the DC surrogate problem and
the accelerated proximal gradient (APG) method for its partially smoothed form. The
results indicate that PMMSN has a significant superiority in the quality of solutions
and the CPU time, and is very robust for the data with a highly-relevant covariance
and a heavily-tailed noise.
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2 Notation and preliminaries

Throughout this paper, I and e denote an identity matrix and a vector of all ones
with dimension known from the context, and || - ||, || - |1 and || - ||cc denote the £;-
norm, £1-norm and £..-norm of vectors, respectively. For a matrix X € R"™*7, || X]||,
| X |loo and ||| X|||1 respectively denote the spectral norm, the elementwise maximum
norm and the column sum norm of X; and for the given index sets Z C {1, ..., n}
and 7 C{l,..., p}, X7. and X.7 are the submatrix consisting of those rows X;.
for i € 7 and those columns X.; for j € J, respectively. For a set S, conv(S)
means the convex hull of S, Iy means the characteristic function of S that takes 1
if x € § and O otherwise, and §5 denotes the indicator function of S that takes 0 if
x € § and oo otherwise. For a vector x € R?, |x|,, represents the smallest nonzero
entry of the vector |x|:=(|x1], ..., |x p|)T (also called the smallest nonzero entry of
x though not accurately), and |x|" is the vector obtained by arranging the entries of
|x| in a nonincreasing order. For given vector x € R?, dist(x, §) means the Euclidean
distance of x from a closed set S C RP”, and By (x, ) and B(x,§) forad > 0
denote the closed ball on the £,,-norm and the ¢;-norm centered at x with radius 3§,
which are respectively simplified as B () and B(§) if x = 0. For a given p x p
positive definite matrix Q, |x|g:=+/{x, Ox) represents the norm associated to Q.
For an extended real-valued & : R? — [—o00, +00], & is said to be proper if its
domain dom h:={x € R? | h(x) < +o0} is nonempty, and its conjugate is defined by
h*(2):=sup,cpp {(x, zZ) — h(x)}. In the sequel, we often use

f@x=0(Ax—b) and f,(xx=f(x) + (u/2)|x|* for x € R. )

2.1 Partial calmness of optimization problems

Let ¢ : R?P — (—o00,+00] be a proper lower semicontinuous (Isc) function, % :
R? — R be a continuous function, and A be a nonempty closed set of R”. In order
to introduce the partial calmness of the optimization problem

(MP)  min {p@) st. h(z) =0, z € A},

we consider its following perturbation:

(MP,) rg}{l} {p@@) st. h(z) =€, z € A},

where € € R is a parameter, and denote by J the feasible set of (MP).

Definition 1 (see [62, Definition 3.1] or [63, Definition 2.1]) Problem (MP) is said to
be partially calm at a solution point z* if there exist £ > 0 and u > 0 such that for all
€ € [—¢,¢]and all 7 € (z*+ eB) N K, one has ¢(z) — ¢(z*) + wlh(z)| > 0, where B
denotes the unit ball of R? cetered at the origin, and (MP) is said to be partially calm
over the global optimal solution set F* if it is partially calm at each z* € F*.
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2.2 Calmness of a multifunction

Definition 2 (see [19, Section 3 H]) Given a multifunction & : R = R?, we say that
® is calm at a point X for 7 € ®(x) if there exist a constant ¥ > 0 and neighborhoods
N5 of ¥ and Nz of 7 such that for all x € N,

D(x) NNz C O(X) + «|lx — x||B.

Note that the neighborhood A5 of X in Definition 2 can be removed. By [19, Exercise
3 H.4], the calmness of ® at X for 7 € ®(X) is equivalent to the metric subregularity
of its inverse mapping o latzforx e ®! (2), i.e., there exist a constant ¥ > 0 and
a neighborhood N% of Z such that for all z € Nz,

dist(z, (X)) < rdist(x, "' (2)).

2.3 Proximal mapping and Moreau envelope

For a proper lower semicontinuous (Isc) function #: R? — (—o00, oc] and a parameter
y > 0, we denote P, & and e, h by the proximal mapping and Moreau envelope of /
associated to y, which are respectively defined as

1 1
P, h(xx=arg min {Enz = xI? + (@) | ey hxx= min {gllz —xI2+h@}.

zeRP

When & is convex, P, h is a Lipschitz mapping from R” to R? with Lipschitz constant
1, and e, h is a smooth convex function with Ve, h(x) = %(x —P,h(x)). Wheny =1,
we replace P, h with Ph. The following lemma presents the expression of the proximal
operator of the weighted £1-norm.

Lemma 1 For any given w € Rﬁ and . > 0, let hy, ,(x):=|lw o x| + %/L||x||2f0r
x € R?. The proximal operator of h, ;, associated to a parameter y > 0 is given by

Pyrheu(2) = ——sign(z) o max(|z|—y '@, 0) Vz € RP.
y+u

2.4 Subderivatives and generalized subdifferentials

The second subserivative of an extended real-valued function plays a key role in
verifying the local optimality of a stationary point of a nonsmooth optimization prob-
lem, though its characterization is not an easy task. Here we introduce the notion of
subderivative and second subderivative.

Definition 3 ([50, Definition 8.1 & 13.3]) For a function #: R? — (—o00, 00], a point
x € dom#h and any v € RP?, the subderivative function dh(x) : R? — [—o0, 00] is
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defined by

dh(x)(w):= liminf h(xJ”w)—h(X)’

0, w'—w T
while the second subderivative of & at x for v and w is defined by

. kx4 Tw) —h(x) — (v, W)
lim inf :
0w —w E‘fz

d*h(x|v)(w):=

Definition 4 ( [50, Definition 8.3]) Consider a function & : R? — (—o0, co] and a
point x € dom &. The regular subdifferential of % at x, denoted by d/(x), is defined
as

Eh(x):{u e R | Timinf D) ThO Z 0 7)) o};

X#x'—>x lx" — x||

and the (limiting) subdifferential of % at x, denoted by dh(x), is defined as
ah(x):={v €RP | 3xK = x with h(x¥) — h(x) and v* € Fh(x*) with vf — v}.

Remark 1 At any x € dom 4, the inclusion 5h(x) C 9dh(x) holds, and gh(x) is a
closed convex set, while d/(x) is closed but generally nonconvex. When £ is convex,
they reduce to the subdifferential of 4 at x in the sense of [49]. A point x at which
0 € dh(x) (respectively, 0 € h (x)) is called a limiting (respectively, regular) critical
point of &, denoted by crit & (respectively, crit h). By Definition 4, obviously, a local
minimizer of A is a regular critical point.

2.5 Semismoothness of local Lipschitz mappings

Semismoothness was originally introduced by Mifflin [38] for functionals, and Qi and
Sun [44] later developed the class of vector-valued semismooth functions. To introduce
the concept of semismoothness, for a locally Lipschitz mapping F: O € R" — R™
where O is an open set, we denote by d¢ F (x) the Clarke Jacobian of F at x € O (see
[13] for its detailed discussion).

Definition 5 (see [44]) Let F : O € R* — R™ be a local Lipschitz mapping on

an open set . The mapping F is said to be semismooth at a point x € O if F is

directionally differentiable at x and for any Ax — 0 and any V € dc F(x 4+ Ax),
F(x + Ax) — F(x) — VAx = o(]| Ax]|]);

and F is said to be strongly semismooth at x if F' is semismooth at x and for any
Ax — 0,

F(x + Ax) — F(x) — VAx = O(]| Ax|]?).
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The mapping F is said to be a semismooth (respectively, strongly semismooth) on O
if it is semismooth (respectively, strongly semismooth) everywhere in O.

The proximal mapping of the function 4, ; in Lemma 1 is piecewise affine, so
it is strongly semismooth by [20, Proposition 7.4.7]. The following lemma provides
the characterization for its Clarke Jacobian. Since its proof is direct by an elementary
calculation, we omit the detail.

Lemma 2 For any given w € Ri and p > 0, let hy, ;. be the function in Lemma 1.
Then, at any given 7 € RP, the Clarke Jacobian of its proximal mapping associated
toy > 0 has the form
. &= %f zil > y o,
0 (Py-1ho ) (2) = | diag(é1. ... &) | & € [0. 7] if lzil = y oo,
§=0 if |zl <y o

3 Equivalent surrogates

In this section, we derive a family of equivalent surrogates for problem (1) by leverag-
ing the global exact penalty for its MPEC reformulation, and for a subfamily of these
surrogates, investigate the local optimality of their critical points. In order to introduce
the MPEC reformulation of (1), let .Z denote the family of proper Isc functions ¢ that
is convex on [0, 1] and satisfies

int(dom ¢) 2 [0, 1], t*=argmin¢(¢), ¢(¢*) =0 and ¢(1) = 1. 5)

0<r<l1

As will be illustrated later, the condition (5) is rather weak and . contains many
proper Isc functions ¢. For each ¢ € .Z, denote its convex truncation by

o) ift € [0, 1],
+00 otherwise.

Y ()= { (6)

Pick an arbitrary ¢ €_.Z. By equation (5), t* is the unique minimizer of ¢ on [0, 1]
with ¢ (#*) = 0 and ¢ (1) = 1, which implies that for any z € R”,

lzllo = min {Zp=1¢(wi) st fe—w,|zl)=0,0<w < e}.
weRP !

Such a characterization for z € Ri with ¢(¢) = t first appeared in [37], and it
immediately implies that problem (1) is equivalent to the following MPEC

min {m(x)+vzf:1¢(wi) st (e—w, |x|>=0}, %

xeRP?,wel0,e]

in the sense that if (X, w) is a global (or local) optimal solution of (7), then X is
globally (or locally) optimal to (1); and if X is globally (or locally) optimal to (1),
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(X, max(sign(|x]), r*e) is a global (or local) optimal solution of (7). The equivalence
between (7) and (1) discloses that the difficulty of the zero-norm regularized problem
comes from the implicit constraint (e —w, |x|) = 0.

As well known, the handling of nonconvex constraints is numerically more trouble-
some than that of nonconvex cost functions. Hence, we are interested in the following
penalty problem of the MPEC (7):

Jmin {0 + VL0 ) + pvie—w, Ix) . ®)

where p > 0 is the penalty parameter. In order to establish that the problem (8) is a
global exact penalty for (7), i.e., there exists p > 0 such that the problem (8) associated
to every p > p has the same global optimal solution set as the MPEC (7) does, we
need the following technical lemma, and the coerciveness of f, and the discreteness
of the zero-norm accounts for this.

Lemma 3 Let X* denote the global optimal solution set of the problem (1). Then, there
exists a constant o > 0 such that for all x € X*, |x|n; > «.

Proof Suppose on the contradiction that the conclusion does not hold. There exists
a sequence {x*}xen € X* such that for each k € N, |x¥|,, < 1/k. Clearly, there
exist an index set K € N and an index j € {1,2,..., p} such that 0 < |x§| <
1/k for all k € K. Recall that X* is compact due to the coerciveness of f,. By
taking a subsequence if necessary, we may assume that {x};cx is convergent, say,
limg sk— 400 XX = x* € X*. Together with 0 < |x§?| < 1/k for all k € K, we obtain
|x7| = 0. Thus, for all sufficiently large k € K, Ix¥llo > llx*[lo + 1. Since f; is Isc,

for all sufficiently large k € K, ]L(xk) > fu(x*) —v/2. From (xFlreny € X* and
x* € X*, we obtain

FueO) +vllx*llo = £.65) + vl flo
> fux®) —v/24+vlx* o +v = &™) +vlxllo + v/2,

which is impossible. This shows that the desired conclusion holds. O

Next under a rather weak assumption on the function ¢, we establish the partial
calmness of the MPEC (7) on its global optimal solution set, which by [34, Proposition
2.1] implies that the penalty problem (8) is a global exact penalty. For the notion of
partial calmness, please refer to [34, 63].

Proposition 1 Let F* denote the global optimal solution set of the MPEC (7). Suppose
that the function ¥ has a polyhedral domain domv and is strictly continuous relative
to dom®. Then, for each (X, w) € F*, there exist § > 0 and p > 0 such that for all
(x, w) € B((x, w), §) N (dom f x [0, e]),

[£u() + v W] = [ + v ¥ (@)] + pve — w, lx]) = 0, (9)

and consequently, there exists p > p such that the problem (8) associated to every
p > p has the same global optimal solution set as the MPEC (7) does.
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Proof By the given assumption and the definition of f in (4), clearly, f is strictly
continuous relative to its domain. Also, since dom? is polyhedral, the function f also
has a polyhedral domain dom f. Let I[T(x, w):=x for (x, w) € R? xR”, andletR > 0
be a constant such that Boo (R) D Uxen(]-‘*) B(x, 1/2). Such R exists by recalling
that X* = IT(F*) is nonempty and compact. For each k € {1, 2, ..., p}, define

Fi(rr={x € domf NBoo(R) | |x]1 — lxl@y =t} forz >0,

where || - ||x) denotes the Ky Fan k-norm of vectors. Since each J is a polyhedral
multifunction, i.e., its graph is the union of finitely many polyhedral convex sets, by
[51, Proposition 1] each F is calm at the origin forall z € F (0). From the compactness
of dom f N Bso(R) and [45, Theorem 3.1], for each k € {1, 2, ..., p}, there exists
¥k > 0 such that for all z € dom f N By (R),

dist(z, F(0) < y[llzllt — Nzl ]- (10)

Fix any (X, w) € F*. Since f is strictly continuous relative to dom f, the function f,
is strictly continuous relative to dom f. Then, there exists § € (0, %) such that

| fux) = fu&") |< Ly, Ix" = %" forall ', x” € B(x, 8) Ndomf. (11

By Lemma 3, |X],, > «. Let « = ||X|lo. From the continuity, for all x € B(x, §)

D(—r*)L
we have |x|¥ > « (if necessary by reducing 8). Let Zi=max (¢ @D roL (v()l( tot)) )

for y = max{y,...,yp}, where 1o € [0, 1) is such that ; t* € 0¢(t) and its
existence is by [34, Lemma 1]. Pick any (x, w) € B((x, w), 8/2) N (dom f x [0, e]).
Let J:={j € {1,. ..,p}mxH > ¢/ (1)} and r:=|J|. Recall that ¥ € IT(F*). By the
definition of IB%OO(R) X € domf N IBOO(R) By invoking (10) with k = r and z = x,
there exists x? € F-(0) with ||x — xP || = dist(x, % (0)) such that

e =PIl < ylxlh = Ixllon] = ¥ 320, (12)

Since p > J , clearly, x <r. Together with k = ||X]|o and (X, W) € F*, we have

x € 5(0), and consequently, ||xp —xll < ||xp — x|+ lx =% <2|lx —X|| <4.By

(1),
| fu) = fueP) 1< Ly, llx — xP]. (13)

Note that w € [0, e] implied by (x, w) € domf x [0, e]. It is immediate to obtain
that

L))+ a(lxli— (w' 1xh) = YL 1, mm {¢>(t)+AIXI (1=}

Write Ji:={j| 2= < plx[} < ¢/ (D} and J:={j|0 < Blx|} < 2=} For the
minimization problem on the right hand side of the last equation, by invoking [34,
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Lemma 1] with w = |x|f for each j, it is immediate to obtain that

b))+ ﬁ(uxnl— (w', [x|4))

p pd — | _ !
= 15+ o m ;*)Z x|} + 201 ro)]ezhm

Plos PU—0 b P+ 2 i
=0+ o 2 =+ S e t*) Z x|}
je1ud,

5 (1 — 1) P T TP
> IxPllo + —7———=Ix = x? = Ix”llo + v () = fu(x)

y¢_ (D)(1—1%) L1 Ju)]
where the first inequality is also using IxPllo = r implied by xP € F+(0), the second
oneisdueto —1 = ¢ (t*) — (1) > ¢’_(1)(t*— 1), the third one is due to (12), and the
last one is using the definition of p and (13). Since (wh, |x]¥) > (w, |x|), we have

Fu@) P i) + pv(llxl — (w, x)) = £ (xP) + vIIxPlo.

Now take wi'a =1fori e supp(x'?’) and wiﬁ =t*fori ¢ supp(xﬁ). It is easy to check
that (x”, wP) is a feasible point of (7) with >-7_ ¢(w?) = [|x”lo. Then, we have
LGP+ 37 1<15(w'0) > fu(®) + X7 ¢ (). Together with the last inequality,

Fu@) + v o (wi) + v (llxlli — (w, [x1) = fu() + X7 0 @)

By the arbitrariness of (X, W) in F* and the expression of v/, we obtain the first part.
The second part holds by combining the first part with [34, Proposition 2.1]. O

Remark 2 When replacing the function x +— ¥ (Ax — b) in (1) with a general proper
function f : R? — (—o0, 4+00], which has a polyhedral domain and is strictly
continuous relative to its domain, the conclusion of Proposition 1 still holds. For
example, f = h + 8g where 2 C R? is a polyhedral set and 2 : R? — R is strictly
continuous relative to €2, by comparing Proposition 1 with [34, Theorem 3.2], we see
that the former not only weakens the Lipschitz continuity of fon Q2 to be its strict
continuity relative to €2, but also removes the restricted assumption on the structure
of Q.

The penalty problem (8), compared with (7), is easier to operate because its noncon-
vexity is caused by the coupled term (e—w, |x|) rather than the equilibrium constraint,
and moreover, by the conjugate of ¥, the optimal value of the minimization problem
in (8) with respect to w is —v Zle ¥*(plx;]). Consequently, the penalty problem (8)
can be compactly written as

xnel]g; Opv,u (X)=fu (x) + pv(llxll1 — gp(x)) (14)

with gp(x):zp’l lew*(plxiD for x € R?. Combining Proposition 1 with the
equivalence between (7) and (1), we immediately have the following result.
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Theorem 2 If ¥ has a polyhedral domain dom® and is strictly continuous relative to
dom?®, then the problem (14) associated to any p > p has the same global optimal
solution set as (1) does, i.e., ®, , , for each p > p is an equivalent surrogate of ©,, .

Notice that * is a nondecreasing finite convex function on R because by [49,
Section 24] the range of dv* is contained in domdys = [0, 1]. Hence, the function
t — ¥*(plt]) associated to every p > 0 is a finite convex function. Next we illustrate
that the function x +— pv(||x|[1 — g,(x)) covers some common surrogates of the
zero-norm such as the capped £1-norm, SCAD and MCP.

Example 1 Let ¢(t) = ¢t for t € R. One can check that ¢ € £ with t* = 0 and
Y*(s) = max(s —1,0) for s € R. Now the function x — ||x|l1 —g,(x) is precisely
the capped €1 -norm, and when ¢ satisfies the assumption of Theorem 2, the function
©),v,, associated to each p > p is an equivalent surrogate of the function ®, ;.
Compared with [5, Theorem 2.4], Theorem 2 removes the Lipschitz continuity of f
on its domain but requires the strict continuity of f and the coerciveness of f,.

Example2 Let ¢(t) = —ztz — “—2t +at + (“_2)2 (a > 2) for t € R. One can check
that ¢ €.Z with r* = = 2 and the conjugate 1/;* of ¢ takes the following form

_a=2? ifs<a—%
2
YH(s) = %(M_FS)Z_@ ifa_§ <s<a, forseR.
s—1 ifs >a

Now “A[|t|— _11// (plt)] with p = 5 is the MCP function p(z;A) in [64], and when
4 satlsﬁes the assumption of Theorem 2 the function ®,, ,, , associated to each p > 0
is an equivalent surrogate of the function ®,, ;.

Example 3 Let ¢ (1) = mt2+ a_Ht (a>1)fort € R. Thent* =0, = % and
: 2
0 lfs<m,
Y (s) = %lfﬁlq_[}“, for s € R. (15)
2
s—1 1fs>ﬁ

Now A[|t|—p~ y*(plt) ] with p = (a+])k is exactly the SCAD function p; (¢) in [21],
and when ¥ satisfies the assumption of Theorem 2, the function ®, , , associated to
every p > p is an equivalent surrogate of ©, .

In the sequel, we denote by .Z, ,, the set consisting of those ¢ € £ that are strongly
convex on [0, 1] with modulus o and satisfies ¢(0) = 0 and ¢’ (0) > y for some
y > 0. Clearly, the function ¢ in Example 2 and 3 belongs to .5, ,. By Lemma 7 in
“Appendix A”, the associated g, for every p > 0 is continuously differentiable on R”
and at any x € R”, Vg, (x) = w,(x) o sign(x) with

wo =(W™) (plx1l), ..., (Iﬂ*)’(plxpl))T, (16)
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where w), is Lipschitz continuous with modulus p/o. The following proposition
summarizes some desirable properties of ®, ,, ,,; see “Appendix A” for its proof.

Proposition 3 Suppose that ¥ is a convex function with a polyhedral domain dom®
and is strictly continuous relative to domv. Then, for any given ¢ € £ ,, and p > 0,
the following statements hold.

(i) ©p v, u is a nonnegative and coercive DC function, and at any x € dom f,
36y 0, (x) =86, (x) = ATV (Ax— b) + pv[d]x]l1 — Vg, (x)] + px.

(ii) The set crit ®,, ,, , coincides with the d-stationary point set of (14).
(iii) EveryX € crit ®, , , with |X|n, > ¢/, (1)/p is a strongly local optimal solution of
(14), i.e., there exist ¢ > 0 and co > 0 such that for all x € B(x, ¢),

Opvp(®) = Oy (@) + collx — X

(iv) Every X € crit®, , , with |X|n, > ¢/ (1)/p belongs to C/r\itG),,,M = crit®, ,,
which is also a strongly local optimal solution set of the problem (1).

When X € crit®, , , is sparse enough and p is chosen to be suitably large, it is
highly possible for [xX|n, > ¢/, (1)/p to hold, and now every stationary point x of (14)
is a strongly local optimal solution to problems (14) and (1). It is worth pointing out
that when ¢ € Z\.%; ,, for example, the function ¢ in Example 1, the stationary
point of (14) may be a strongly local optimal solution to problems (14) and (1) by the
recent work [14, 15].

4 Proximal MM method

In this section, we develop a tailored proximal MM method for seeking a critical point
of the surrogate problem (14) under the following assumption.

Assumption 1 ¢ is a convex function with a polyhedral domain dom® and is strictly
continuous relative to domd.

Assumption 1 implies that problem (14) is a DC program. Fix any x’ € R”. For
any x € R?, the convexity and smoothness of the function ¥* implies that

p I plxi) = p T W e Ix D+ (wp (), el = ), (A7)
where w, : R” — R? is the mapping in (16). By the expression of ®, , ,,
Op v (X) < Epy (8, X x=f () + pv[llxlli = (wp (), 1x1)] + Rp,vp(x”)
where R, , . (x) = pv[{w,(x"), |x'])—g,(x")]. This, together with &, , , (x", x") =

©p,v,u(x"), means that E, , ,(-, x") is a majorization of the function ®, , , at x’.
This majorization is tighter than the one in [53] which was obtained by the convexity
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of g,. Indeed, since range(dy*) C [0, 1], we have u)p(x/) > 0, which along with (16)
implies that (w, (x"), |x]) > (Vg,(x'), x), and consequently,

B (6. x') < Ep o, X)i= £ () + pvlllxlli = (Vg (x), )1+ Ry oy (x).

The majorization Ep,v,u(-, x') is precisely the one used in [53]. Our proximal MM
method is designed by minimizing a proximal version of &, , ,, (-, x').

Algorithm 1 (Proximal MM method for solving (14))
Require: 7. > 0, Y1,0>0,%,0 >0, x~! e domf. To seek a starting point

<0~ argmin | £ + Tl + 502 4 20 2], (18)
xeRP

1: Choose ¢ Effg’y,p >1Ly1 >0, >00€ (0,10 <y < )71’0 and 0 < yp o < 72’0. Set
A =pvand B =y I+y2ATA.
cfork=0,1,2,...do
Compute vk =e— wp(xk).
1B!/2 ek —xk =1y
V2|B~172)
Set By = yl’kl-i-yz’kATA and compute the optimal solution o

2
3
4:  Choose an error vector 8% € R” with ||8k I <
5
min {0+ 20k, Jxl) + 212 4 ] le—ak 3, — 0k - 2], (19)
xeRP 2 2 k

6:  Lety) k1 = max(y1, 0y1,k) and y2 k41 = max(y2, 0¥2,k)-
7: end for

Remark 3 (a) As well known, for nonconvex optimization problems, the choice of
the starting point is crucial to the quality of the limit of the sequence generated from
this point. Inspired by the good performance of the £1-norm regularized minimization
problem, we choose a starting point x° by solving the problem (18) inexactly. Such an
initial point as will be shown in Sect. 4.3, is good in a statistical sense when appropriate
)/1 o0 and 5o are used. The inexactness of x% means that there exists an error vector
80 e R? with ||<30||(><> < € for some €y > 0 such that

J/20
—argmln{f(x)—l—)»llxlll—l——ll 1>+ ==l Ax|

xeRP

2 (3°,x>}. (20)

(b) From (16), obviously, w, (x%) # Vg, (x%), which implies that Algorithm 1 does
not belong to the DCA framework proposed in [32, 43] even if ¢ is convex. By contrast,
the proximal MM in [53] is a DC algorithm. The proximal term %Hx — xk ||%3 in the
subproblem plays a twofold role: one is to ensure that the subproblem (19) is solvable
and the other, as will be shown in the sequel, is to guarantee the decreasing of the
objective value sequence of (14) and then its global convergence. The subproblem
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(19) is seeking an inexact solution to the following strongly convex program
min { £() + 05, fel) + S el + L L
xeRP 2 2 k

The inexactness means 8K € af (x* 1)+ 19 (v¥, |- ) (¥ 1) 4+ Br (xF 1 —x%) + puxt!

Since the error ¥ only depends on the past two iterates, such an inexact solution x**!
is available from a specific algorithm. In Sect. 4.3, we develop an efficient inexact dual
PPA plus the powerful semismooth Newton method for computing Xk

(c) We suggest that the parameter p is chosen to be B 0” for a suitable o9 > 0.

Indeed, by the expression of w), in (16) and the range of dy* C [0, 1], we have

= (- (ﬁlﬁm) -~ (uxéu;))T € el

Note that ¥* is a nondecreasing finite convex function on R. Such a choice of p
ensures that those very small x{‘ (likely corresponding to zero components) become
zero quickly because a weight close to 1 is imposed on |x;|, while those very large
xf (likely corresponding to nonzero components) continue to keep large because a
weight close to 0 is imposed on |x;|.

4.1 Convergence analysis of Algorithm 1

By the steps of Algorithm 1 and Remark 3 (b), the sequence {x¥}en is well defined.
To analyze its convergence, we define the potential function

1
qu,v,u(x’ y>3=®p,v,u,(x) + Z”x - )’HZB Vx,y € RP.

The following lemma provides the properties of ¥, ,, , on the sequence {xk} keN-

Lemma 4 Let {x*}ren be the sequence generated by Algorithm 1. Then,

(i) foreachk € N, W, ,, , (XK1, xk) < W, ) (6K, k=) — 2k — x5
(ii) for eachk € N, there exists {5 € dW, , , (x*, x*=1) with || ¢ || < by |lxk —x* =1 +
by || x*~1—xk=2|, where by and b are positive constants independent of k.

Lemma 4 (i) implies that the sequence {W, ,, M(xk, " Dlen is nonincreasing,
while by Proposition 3 the function W, ,, ,, is lower bounded. Thus, the sequence
{\Ilp,v,u(xk, x*~1)}ien is convergent, and we denote by @ * its limit.

Proof (i) By Step 2 of Algorithm 1, {x*};cn € dom f. By invoking (17) withx = x**!
and x” = x¥ yields that

8o KTy —(w, (65, 1K) > g, (oK) — (w), (65, x¥]).
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Note that the objective function of (19) is a sum of a convex function and a strongly
convex quadratic function. From the definition of x*tand x*, x¥*! € dom f,

2 2
FOO 4R D+ 2 = £ gl ) 4+ S
Combining the last two inequalities with the expression of ®, , ,, and A = pv yields

k k+1 k _k k+1 k+1 k2
®p,v,p,(x )Z(")p,v,p,(x + )+ (6%, x" —x + )+ llx Hx ”Bk

k+1 k Lk k+1 k+1 k2
> @p oy (T + (85, 2 — X 4 | x5

| 1

1 1
k1 k_ k=12 K+l _ k2
> Op vt )= gl =l 4 S lx Hxg

where the second inequality is due to the positive semidefiniteness of By — B, the
third one is using the Cauchy-Schwartz inequality, and the last one is due to the upper
bound for ||§¥||. Along with the definition of W, 1,1, We get the desired inequality.
(ii) By the definition of x¥in (19) and [49, Theorem 23.8], foreach k € N,

0 € 9f () + px® + Ao} ' alxf ] x o x ub AR ] + oy (rF —xF T — 84
In addition, from equation (16) and Proposition 3 (i), it follows that
300, (5 = BF () + px* + A[alxf] x -+ x Bk [] — Aw, (xF) o sign(xb).
Note that8|xl{‘| = {sign(xf)} ifxl{‘ # 0 and 8|xf| =[-1,1] ifxf = 0. Then, we have
S B (R =R 4 Afw, ) — w, (xF)] 0 sign(xF) € 06, (x5).

Letuk=68"1-B; _; (x*=* =1+ A[w, (x*=1)—w, (x¥)Josign(x¥). Then, by combining
uk e 8®p’v,ﬂ(xk) with the definition of W, ,, ,,, it is not hard to verify that cki=k+
B(xk—xk=1y; B(xk—xk=1)) € 8, ,, , (x*, Xk~ 1) with

I8N < 20 Bk =51+ 18570+ 1B [k =1
+ Mwp (K —w, (x¥)] o sign(xF) .
Recall that w,, is Lipschitz continuous with modulus p/o. From (16), it follows that
“.

Iwp (K1) —w, () o sign(xO) || < JJw, FH —w, (D) < (p/o) x5 —x
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. _ k—1_ k=2
Note that || B_1|| < || Bo|| with Be=y1.0l +y2.0ATA. From ||s*~ SW’
g5l < @UBI+IBoll + Ao /o) llx* —x* 1| + —————[lF T —x* 2.
/ V2B
. . _ )»_p _ 1
The desired result follows with by = 2||B||+|| Boll + = and by = B m]

Lemma 5 Let w (x°) denote the cluster point set of the sequence {x*};en and define
the set Q:={(x,x)|x € w(xo)}. Then, the following assertions hold.

(i) @ (x°) is a nonempty compact set and w (x") C crit®, , .5
(i) Q C critW, , , and limy_, » dist((x¥, x*=1), Q) = 0;
(iii) the function V, , ,, is finite and keeps the constant on the set .

Proof (i) Since {(x*, x*"1)} C{(x,y) e R? x R | W, ,, ,(x,y) < ¥, ,, ,(x*, x71)}
by Lemma 4 (i), the boundedness of {x};cy is implied by the coerciveness
of W, ,. This means that @ (x%) is a nonempty compact set. Pick any X €
w (xY). Then there exists a subsequence {xkll Jgen such that limq_moxk‘i = X.
By Lemma 4 (i), it is easy to obtain limq_)ooxkq ~l' = X. We next argue that
limgy— 00 ©) ;. (x*1) = @, ,, ,(X). From the lower semicontinuity of ®, , ,, clearly,
lim inf, 00 .y, (xk7) > @, , ,(¥). In addition, from the definition of x* in Step 2
and ¥ € dom f, it follows that

B 1 B B B
A N R L e PN G
_ IR e

e e R N R e A

which, by the definition of ®, ,, , and A = pv, is equivalent to saying that

- ! -
O, (1) = Mg (W7, [x9) 4 dg (') + Sl =BG,

_ - N P .
= Opuu () = 1w, (M7, 1) + Agy (D) + S IF—2 NG, + (8% xf %),

Passing the limit ¢ — oo to this inequality and using the continuity of w, and g,
and the boundedness of {Bj}rcn, We obtain lim SUP, s o0 @,,,U,M(xkq) < Oy, u(X).
Consequently, the stated limit holds. By the proof of Lemma 4 (ii), u*¢ € 00, v 1 (xka),
and moreover, from the definition of ufe, it is easy to verify that lim,_; oo uke = 0.
Together with lim, o0 x% = X and lim,_, o 6, . (x*) = @, , ,(X), we obtain
0€00,, ,(X),ie X €crit®, , ,. Consequently, zzr(xo) C crit®p,p, -

(ii)-(iiii) Part (ii) is immediate by part (i) and the expression of ¥, ,, ;. For part (iii), by
picking any (x, X) € €2, there exists a subsequence {xka }gen such that limy o0 xke =
X. By Lemma 4 (i), limy— 00 @,,,,,,,L(xk‘f) = w™* for some w* > 0. In addition,
from the expression of W, ,, , and lim,_, oo x*¢~! = X, it follows that ¥, , ,, (¥, %) =
limy— 00 ©p. v, (x*). Thus, ¥, ,, , (X, X) = & *. u]
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When O, ,, , is a KL function, ¥, ,, , is also a KL function, and if ®,_, , has the
KL property of exponent 1/2 at X € dom ©, , ,, then by the proof of [33, Theorem
3.6], it is easy to verify that W, , , has the KL property of exponent 1/2 at (x,X) €
dom V¥, ,, . Thus, by using Lemma 4-5 and following the similar arguments to those
for [6, Theorem 1] and [1, Theorem 2], we can achieve the following convergence
results although the subgradient lower bound in Lemma 4 (ii) has a different form the
one used in [6, Theorem 1] and [1, Theorem 2].

Theorem 4 Let {x*}icn be the sequence generated by Algorithm 1. The following
assertions hold:

(i) If ©p v is a KL function, then {xKYren is convergent, and its limit, say X, is a
strongly local optimal solution of (14) and (1) whenever |X|n, > ¢ (1)/p.

(ii) If ®p,v, . has the KL property of exponent 1/2 at X, then the sequence (K ren
converges to X in a R-linear rate.

Remark 4 By [2, Section 4.3], there are many types of ¢ and ¢ € .7, ,, such that the
associated @), , ,, is a KL function. For example, if ¢ and ¢ € % , are definable in
an o-minimal structure over R, then so is ©, ,,,, and hence is a KL function.

Suppose that * and ¢ € .75 ,, are PLQ functions definable in an o-minimal structure
over R. Then the associated ®, , , is a PLQ KL function, which means that its sub-
differential mapping is a polyhedral multifunction and hence is metrically subregular
by [51, Proposition 1], and moreover, it is not hard to verify that Assumption 3.1 of
[41] holds when ®, , , is a KL function. By [41, Theorem 3.2 (ii)], the associated
), v, 18 a KL function of exponent 1/2. Clearly, the functions ¢ defined in (2) or (3),
and the ¢ from Example 2 and 3 are such convex functions.

4.2 Statistical error bound of the limit

This section focuses on the scenario where each row a?r of A follows the normal
distribution N(0, ¥) and b = (by, ..., bn)T is from a linear observation model

bi=aix* +w;, i=12,...,n, 1)

where x* € dom f is the true but unknown vector with sparsity s* <« p, and w =
(@1, ..., o))" # 0 is the noise vector. We shall verify that the limit X of the sequence
{x¥}ren is good from the statistical perspective by establishing its error bound to the
true x*. This requires the following assumption on ¥, which is satisfied by the functions
¥ defined in (2) and (3).

Assumption2 ¥ (z) = % Yo', 0(z;) for a PLQ convex function 6 : R — R, where
6(0) = 0, 62 is strongly convex with modulus T > 0, and there exists T > 0 such that

In| <7 foralln € 36(¢) and all ¢ € R. (22)

Since we are interested in the high-dimensional case, i.e. n < p, the sample
covariance matrix %ATA is not positive definite, but it may be positive definite
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on a subset C of R”. For a given index set S C {1,..., p}, the sample covari-

ance matrix %ATA is said to satisfy the restricted eigenvalue (RE) condition over

C={x € R?||lxsc|l1 <3|lxs|l1} with parameter x > 0 and S¢={1, ..., p}\Sif

1
— | Ax||?> = k|lx||*> forall x €C.
2n

Let S* represent the support of the true vector x* in model (21). In the sequel, we need
a RE condition of %ATA over a set C(S*) with parameter k > 0, where

ces= |J  {reR”:lxsel < 3lxsih}
S*CS,[S]<1.5s*

comprises those vector x with small components x; for j ¢ S*. By [46, Corollary 1], if
¥ satisfies the RE condition over C(S*) with parameter k > 0 (for example, X is pos-
Ms* log p, the matrix %ATA satisfies the RE
condition over C(S*) of parameter /2« /8 with probability at least 1 —a’ exp(—a’n),
where a, @’ and o are the universal positive constants. This means that, for those A
with aiT ~ N (0, X) for a positive definite X, the matrx %ATA for an appropriately
large n satisfies the RE condition over C(S*) with a high probability.
by Lemma 9 in “Appendix B”, we achieve the following error bound result.

itive definite), then for n > o

Theorem 5 Suppose that %ATA satisfies the RE condition of parameter k > 0 over

C(S*), and that the sample size n satisfies n > 7272 s* | Alloof[AZ [ for
’ Tk =2uT (27 s*[[Alloo IX* loo =l [loo)

lolloo < 27s*||Allccllx™|lco With T = supp(w). If the chosen A belongs to the
interval

167 QTN oo + 6 — 47N Alloo T~ [| ALl +1.5205" oc)s”
[— Azl +120)lx* [l oo == > =1
n 47| Allcos™

then the limit X of the sequence {x*}en with |X;| < % fori ¢ S* satisfies

- 27| [|oo (» + 20" || Az [|[1 +4]x* o) V/5*
T 2uT| @ lloo + Tk — 4T Alloo (A + 2T || A [[[1 Hiellx* o )s*

I — x|

(23)

Theorem 5 states that, when solving the surrogate problem (14) for an appropriate
A = pv with Algorithm 1, the limit X of the generated sequence with [x;| < y/2
for i ¢ S* has the error bound in (23). The requirement on X is rather mild and is
more reasonable than the one used in [10, Assumption 3.7] for smooth loss functions
because it allows x to have more small nonzero entries than the true x*. From (23),
we see that as the sample size n increases, the error bound of X to x* becomes better,
and when the data (b, A) from (21) for o with a higher sparsity or a smaller || @ || c0,
the error bound is also better.

k

Proof Since x* — X as k — oo and y1x € [y1, v1,0] and y2x € [y2. ¥2,0], by the

1/2 k-1 k=2
definition of £¥ in (B8) and [|8!|| < % we have £ — —px*. Then
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there exists k € N such that for all k > &, “||x||* < |1EM < 3“ l2*|loo. From
1K — ¥ there exists k € N such that for all k > k and each i € {1,2,...,n},

k - k -
|xl'|_|xi| = |x,' —-Xi| <vy/3.

This, by the assumption on X, implies that |xk| < 5 for i ¢ S*. By the proof of
Lemma 7 and the expressmn of wp(xk) we have v = 1 for each i € (§*)¢ when
k > k. Set k:=max(k, k). Then, forall k > k + 1, Sk I = §* satisfies the assumption
of Lemma 9. Since [[v: 'loo < 1 and Lulxll%, < 5o < 3pllx* oo for all

k > k + 1, the choice of the parameter A implies that for all k > k + 1,

2T oo + Tk — 4T/ Alloo QTn " ||| Az Il +11E* 00)1S*~ '|
47| All oo 05 oo | SE1

167 .
TH|AI-H|1 +8[IE% o <A <

From Lemma 9, we immediately obtain the following inequality

27| [l oo (MIVse oo + 2Tn | Az Il 41185 1l00) VIS T
20T oo + T — 4T Alloo (MIVE oo + 2Fn | Az ||t + 118K log ) 1S5
27| @ lloo (A + 2Tn | Az |Il1 +11E"l0o) V5™
T 2uT @ lloo + Tk — 4T [ Alloo (A + 2Tn | Az [l +118¥ [l00)s*

[k —x*|

IA

Taking the limit k — oo to the both sides and using £¥ — px* yields the result. O

Remark5 Let 1 = oy (Z;ZSiTIIL;L‘II‘Lj‘LL’?ﬂE\IwHoo) When n > 7, by recalling that
@ > 0 is a tiny constant, the choice interval of A is nonempty and will become larger
as n increases. Obviously, the threshold 7 of the sample size increases as the sparsity
of @ becomes worse. Similar to [36] for the smooth loss, our choice interval of A
involves || @ || oo and a restriction on the sparsity of @ . As the sparsity of @ increases,
the value of A becomes smaller and the error bound of X to the true x* becomes better.
Similar to the ¢;-regularized squared-root loss in [3], the parameter A is required to
lie in an interval depending on the sparsity s*, and a large s* implies a small interval
of A.

The limit X of the sequence {x*};cn depends on the starting point. For the starting
point x° used in Algorithm 1, the following proposition states that it satisfies the error
bound ||x? — x*|| < @+/s* for a certain constant @ > 0 related to Y1.0 and 92 . Its
proof is included in “Appendix B”.

Proposition 6 Suppose that the inexactess of x° is defined in the sense of (20), and

that%. = 2(Z (| All[1 +71.013* lloo + Po.0l AT Ax* oo + ). Then, lx° —x*|| < 7.

4.3 Dual PPA plus semismooth Newton method
The practical efficiency of Algorithm 1 depends on whether the strongly convex sub-
problem (19) is well solved. Since it involves two nonsmooth terms, ADMM becomes

a conventional solver for it. However, it is extremely time-consuming for ADMM to
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solve those subproblems with smaller y; x and y» x, especially under the scenarios
where AT A has a large spectral norm, because the strong convexity of (19) becomes
worse and worse as the proximal parameters y; x and y» x decrease. Inspired by this,
we develop a powerful dual PPA armed with the semismooth Newton method to solve
the subproblem (19).

By introducing a variable z € R”, the subproblem (19) can be rewritten as

min_ 9 (2) + () + 22K e — K12 2 oo axk =) 2= (85, x — &)
xeRP zeRP 2 2
st. Ax —b—z=0 with hg(x):=Al[v" o x||1 + %||x||2, (24)

whose dual problem, after an elementary calculation, takes the following form

- u? k u v ATu=8"\ 1ATu=3"2
min —e 7119<Ax —b+—>—e 71hk<x — )+ 25)
ueR" 2y ) Y2k Y2.k Vik Y1k 2y1.k

Clearly, the strong duality holds for problems (24) and (25). It is worth emphasizing
that a direct application of the semismooth Newton method to (25) will fail since
its generalized Hessian may be singular. Hence, we propose the following inexact
PPA armed with the semismooth Newton method, where @ represents the objective
function of the dual problem (25).

Algorithm A Inexact PPA with semismooth Newton ({PPASN)

Require: Fix a k € N. Choose 7 > 0, 79 > 0 and an initial u® e R, Set j =0.
1: while the stopping conditions are not satisfied do
2:  Compute the following u/ +1 with the semismooth Newton method

. T; .
Wt & min Yo (u):i=Pp () + L |lu — u’ |2 26
min, k,j @)=y (u) > I Il (26)

3¢ Updatetj4) | z.Let j <= j + 1, and then go to Step 1.
4: end while

By [48, Section 3] we use the following criterion for the inexactness in (26):
IVYk @/ < oyl ™ —ud || with 352 e < o0.

For the global and linear convergence analysis of Algorithm A under this criterion,
the reader can refer to the papers [16, 48].

Solving the subproblem (26) is equivalent to seeking the root of the system VYy ; =
0. Since the mapping VY ; : R* — R" is Lipschitz continuous, we define the
generalized Hessian of Yy ; at u by 82Tk,j(u)::3cVTk‘j(u). By [27, Theorem 2.2],
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9%y j(w)d = 3>y j(u)d for all d € R" with

Y1k

k ATusk\ 4T
o dcP 19 (Axt = b+ 5)  AdcP 71hk(x —4)A
0y, j(w)y=11 + +
Y2k Y1k

By mimicking the proof in [40, Section 3.3.4], every U € BCP 5 ﬁ(Ax - b+ yz k)

is symmetric and positive semidefinite, while by Lemma 2 every V € achf | hk(
ATy—sk ‘

Y1k
the matrix 7; /4y, U+ 1. klA VAT is positive definite, so every element in 92y i)
is nonsingular. Thus, the followmg semismooth Newton method can be employed to
seek the inexact u/*! in (26), whose global and local convergence analysis can be
found in [66, Theorem 3.3—3.4].

) isa positive semidefinite diagonal matrix. Along with 7; > Oforeach j € N,

Algorithm A.1 Semismooth Newton method

Require: Fix k, j € N. Choose n, € (0,1), ¢ € (0,1],0 < ¢] < ¢ < 5. Letu® = u/ and set/ = 0.
1: while the stopping conditions are not satisfied do

T, Ik
2: ChooseUlech 119( X —b+7) and VIEBCP lhk(x -4 ylkb‘ )-

3:  Solve the tollowmg lmear system exactly or by an 1terat1ve method
Wld = —vry by with Wl =11+ Ul + 7} aviAT

to find @' such that | W'd' + Vg ;b)) < min(y, |V j@))]'F).
4:  Setoy = B!, where m; is the smallest nonnegative integer m satisfying

Y, j @ +p"d") < Yp ) + e (VY j (i), d')
WV Tk, Gl +p™dh), d)) < el (Vg (). dh)).

50 Setu!t!=ul + aldl. Let/ < [ + 1, and then go to Step 1.
6: end while

In the sequel, Algorithm 1 armed with dPPASN is termed as PMMSN. To close this
subsection, we take alook at the stopping criterion for PMMSN. Let 1, (x):=Alx |1+
%||x||2 with A = pv for x € R?”. By Proposition 3 (i), a vector x € R? is a critical
point of ®, , , if and only if there exists € R”" such that the triple (¥, z, ) with
7 = AXx —b satisfies the following system

0e€0dd(z) —u, O€e ATy — Awp(x) o sign(x) + dhy ,(x) and Ax —b -z =0.
which by the proximal mappings of ¢ and 4, ,, can be equivalently written as

z—Pi(z+u) =0, x — PhML(x—ATu + Aw,(x) osign(x)) =0 and Ax —b —z=0.
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In view of this, we terminate Algorithm 1 at (xk, 7*, uk) when k > kpax or

k. pk. Ak _ 3k
1+ (151

tol 27

with RE=zF — P9 (X +-u*) and Rs=x*—Ph; , (x* — ATuk + 1w, (x¥) o sign(xk)).
Here, z¥ = Ax* — b and u* is the inexact solution to (25) given by dPPASN.

5 Numerical experiments

We test the performance of PMMSN and compare its performance with that of ADMM
and accelerated proximal gradient (APG) for solving the DC surrogate problem (14).
Among others, APG is applied to the partially smoothed version of problem (14). Such
two methods are very common to solve some structured nonconvex and nonsmooth
problems. All numerical tests are performed in MATLAB on alaptop computer running
on 64-bit Windows Operating System with an Intel(R) Core(TM) i7-8565U CPU
1.80GHz and 8 GB memory.

5.1 ADMM and APG for surrogate problem

For any given v > 0, u > 0, p > 0, let g 5, . (x):=A(lx[l1 —gp(x)) + %lell2 with
A = pv for x € RP. Observe that problem (14) is equivalent to

min_ {9() + gpapu(s) st. Ax—z—b=0, x —s =0}, (28

x,s€RP, zeR"

and the proximal mapping of g, ; ., has a closed form. It is natural to apply the
classical ADMM [24] to solving the problem (28). For a given 8 > 0, the augmented
Lagrangian function of problem (28) is defined by

Lg(x,z,8;u,v):=0(2) + gpa,u(s) + (U, Ax —b—2) + (v, x — )

B
+ 5[||Ax —b—z|* + lIx = s)?].

The iteration steps of the ADMM for solving (14) are described as follows.
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Algorithm 2 (ADMM for surrogate problem (14))

Require: Choose p > 1, 8 > 0 and an initial (zo, s0,u0, vo). Let X = pv.
1: fork=0,1,2,...do
2:  Compute the optimal solution of the following problems

= arg min, cgp Lg(x, 2K, s uk, ok, (29a)
(1, ) = argmin, cpn gemp LK, 2,550k, 0%)  (29b).

3 Letwf ! =uk 4 B(AXkTT— T pyand o1 = oF 4 gk HT — ghH Ty,
4: end for

Remark 6 (a) By the expression of Lg, an elementary calculation yields that

K= (1 ATA)T[s + AT+ 2 —uh /) — k8],
I =P (Ax* T — b+ p71u5) and s e Pyoigp (KT 4+ 08/8). (30)

Since the proximal mapping of g, 1, has a closed form, the main cost of ADMM in
each step is to solve system (30). When 7 is small or medium-scale, one can use the
direct method which, by the Sherman-Morrison-Woodbury formula, is equivalent to
requiring a Cholesky decomposition I + AAT; when n is large-scale, one may use
an iterative method such as the conjugate gradient to get x¥*1. For Algorithm 2, we
terminate it at the iterate (xk , 725, sk uk, vk ) when k > kpax, or the primal infeasibility

pinfk <e€ and the relative KKT residual Errf < €2 where

1
admm admm

pinf¥i=y/ | Axk —2k ]2 + vk — 5|2,

\/IIS" — Pgpaulsh +v0)1 + |28 — PO (k4 uk)||2 + || Axk — 2k — b2
Err:= .
L+ bl

(b) To the best of our knowledge, there is no convergence certificate on ADMM for
the DC problem (28) due to the nonsmoothness of ¢, and the convergence results in
[56] are inapplicable to it. Nevertheless, as will be shown in Sect. 5.2, this method still
works for our test examples.

The APG for the problem (14) is developed by its partially smoothed form
: w
min fe.9(Ax = b) + Al = g0 () + 5 Ix17}, (31
xeRP 2

where e, is the Moreau envelope of ¢ w.r.t. parameter € > 0, and ¢,, ; is same as in
the proof of Proposition 3 (iii). Since ;¥ is smooth with Lipschitz gradient and the
proximal mapping of ¢, ; has a closed form, one may apply Nesterov’s APG [39] for
solving (31). The iterates of APG are as follows, where f; , (x)=e; 0 (Ax—b) +% x| 2
and L is the Lipschitz modulus of Vf; ,.
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Algorithm 3 (APG for DC surrogate problem (14))

Require: Choose p > 1, & > 0 and an initial x0. Let = pv.Sett_; =19 =1.
1: fork=0,1,2,...do

tr—1—1 _
2: Let yk =xk+ %(xk —xk 1) and compute

L = argmin (V5,0 69), x = 8 + L/ =3I + g, 000
xeRP

3 Setfgy = 5(1+,/1+41).
4: end for

For the convergence analysis of APG under the above nonconvex and nonsmooth
setting, the reader may refer to [58]. For Algorithm 3, we terminate at x* when

1% — Py (xF — ATVe 9 (Axk —b) — puxb)||
1+ ||b]|

< €apg- (32)

5.2 Implementation details of three solvers

We choose 9 (z) = % 1 0(zi) with 6(¢) = |t| to test the performance of PMMSN,
ADMM and APG for solving the surrogate problem (14) associated to ¢ in Example 3
for a = 4.0. For such ¢ and ¢, the assumptions of Theorems 2 and 4 are satisfied
and Assumption 2 in Sect. 4.2 also holds. We measure the performance of a solver in
terms of the approximate sparsity and relative £-error of its output x°%, the objective
value of (14) at x°", and the CPU time, where the approximate sparsity and relative
£5-error of x°" is defined as

” xout _ x* ”

p
Nop (= " T{|x™| > 1073 [x*" |0} and L2err:= o
X
i=1

We terminate Algorithm 1 at x* when condition (27) is satisfied for tol = 10~
and an(xk) = an(xk_l) = an(xk_z); terminate ADMM at x* when Err* <
1074, pinfk < 1074 and an(xk) = ... = an(xk_49); and terminate APG at x*
when the criterion (32) holds with €,p, = 1073 and Ny, (x5) = -+ = Ny, (x¥=49).
Since the approximate sparsity yielded by ADMM and APG has a worse stability, we
terminate the two solvers when the approximate sparsity keeps unchanged in the past
50 steps instead of 2 steps as for Algorithm 1. The three solvers are also terminated
when k > kmax, Where kpax = 100, 25000 and 20000 are respectively used for
Algorithm 1, ADMM and APG.

During the testing, we choose u = 1078, p = 2 and the parameter v (or L = pv)is
specified in the examples. The parameters of Algorithm 1 are choose as follows: y1 o =
Yo = 1073, %20 = 2.0 = 1074, and y; = y» = 107%. For ADMM, we choose
B = 1. The starting point of ADMM is chosen to be (z°, s?, u®, v%) = (=5, 0,0, 0),
and that of APG is chosen to be x* = 0.
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—e— ADMM —e— ADMM

—a—APG —=—APG
PMMDSN 0.7F PMMDSN

L2err

0.15f . :
1
504
N
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0.1
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N N Y S . ¥ i
0 01 02 03 04 05 06 07 08 09 0.2 03 0.4 0.5
sparsity rate A

Fig.1 The relative £5-error of three solvers under different sparsity rate (n — |Z|)/n and A

For the smoothing parameter ¢ in (31), preliminary tests indicate that, when &
increases, the sparsity and relative £;-error of the output X* for APG become better
and keep unchanged once ¢ is over a threshold; while the loss %HA)_CS — b||; first
increases and then decreases a certain level and keeps it unchanged. In view of this,
we regard the smallest one among those ¢ for which X° has the sparsity closest to the
sparsity of the true x* for synthetic data (respectively, the output of PMMSN for real
data) as the best, by noting that such x* usually has a favorable £,-error and model (31)
with a smaller ¢ is closer to (14). We search such a suboptimal ¢* from an appropriate
interval by comparing the sparsity of X corresponding to 20 &’s. The search of such
¢*, albeit impracticality, is just for numerical comparisons.

5.3 Numerical comparisons on synthetic data

We test the performance of three solvers on synthetic data (b, A), where b is obtained
from the linear observation model (21) with each a?r ~ N (0, ¥) and a noise vector @
with i.i.d. nonzero entries. The covariance matrix X, the true x* and the distribution
of the nonzero entries of @ are specified below.

5.3.1 Performance under different sparsity of @

We use the example in [26] for testing, which is generated randomly as follows.

Example 4 Take (n, p) = (200, 1000), ¥;; = 0.81=/| and g ~ N(0, 21). The true
x*hasthe form (2, 0, 1.5, 0, 0.8, 0, 0, 1, 0, 1.75, 0, 0, 0.75, 0, 0, 0.3, 0, ..., 0)T.

The left subfigure of Fig. 1plots the average relative £,-error of three solvers for solving
10 test problems under different sparsity rate of the noise vector . PMMSN is solving
the problem (14) with 2 = max(10~*, ||| A[|1), ADMM is solving (28) with the
same A, and APG is solving the partially smoothed form (31) with the same A and
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e* = 1.5. We see that the average relative £5-error of three solvers decreases as the
sparsity rate increases, which is consistent with the conclusion of Theorem 5, and the
average {;-errors of three solvers are comparable under different sparsity rate for this
example.

5.3.2 Performance under different 1

We test the performance of three solvers under different A by using the following
example from [26], which involves a heavily-tailed noise.

Example 5 Be same as Example 4 except that w7 = gﬁ;‘;‘ll‘ &7 with |Z| = 10.51],

where all entries of &7 obey the Cauchy distribution of density d(u) =

1 _
r(14+u?)"

The right subfigure of Fig. 1 plots the average relative ¢, -error curve of three solvers
under different A, where ADMM is solving (28) with the same A, and APG is solving
the partially smoothed form (31) with the same A and ¢* = 1.5. We see that the average
relative £,-error of three solvers have an arc curve as A increases in [0.01, 0.5], and
the relative ¢-error of PMMSN and ADMM is lower than that of APG. This means
that if the sparsity of @ is well controlled, there exists an interval of A in which the
error bound of the outputs of three solvers has a small variation, and the interval for
PMMSN and ADMM is larger than the one for APG.

5.3.3 Performance on other sparse noises

We test the performance of three solvers for other types of sparse noises via 25 exam-
ples, generated with p = 5000, s* = |,/p/2]| and n = 25" In p]. The sparsity of
w is set to be |Z| = |0.3n] and the nonzero entries of x* follow N (0, 4). The noise
@ comes from the distributions used in [26], including (1) the normal distribution
N, 102) (2) the scaled Student’s ¢-distribution with 4 degrees of freedom V2 x 14

(3) the Cauchy distribution with density d(u) = m (4) the mixture normal dis-

tribution N (0, o'2) with o ~ Unif (1, 5), denoted by MN> (5) the Laplace distribution
with density d(u) = 0.5exp(—|ul). The covariance matrix X includes (1) ¥ = [
) =053z =087 @) = (¢ + (1 -a)j—;}) fora = 0.5 (5)
Y= (a+ (1 —-o)j;=) fora =0.8.

Table 1 reports the average result of 10 test problems for each case with A =
Le max(1074, |||A ||l1 /p), where a=PMMSN, b=ADMM and c=APG, Nz denotes
the average approximate sparsity of x°", Obj means the average objective value of
(14), FP and FZ represent the average number of false positives and false zeros of x°,
respectively, and * columns list the suboptimal ¢ used for APG. We see that PMMSN
yields the lowest objective value and relative £,-error and the best (FP, FZ) for all
examples, and the average sparsity of its output equals that of x* for all examples
except (X, @) = (3, 1); while ADMM has a comparable performance with APG in
terms of the relative £,-error and the objective value. We find that APG yields the worst
sparsity and (FP, FZ) for those examples with the covariance matrix X from (4)—(5)
or noise @ from the Cauchy distribution because the parameter ¢ is very sensitive to
the data and the suboptimal £* is not suitable for all 10 test problems. This shows that
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replacing ¢ with its smooth approximation e, ¥ is not effective for highly-relevant ¥
and heavily-tailed sparse noises, though ¢ is elaborately selected. In addition, PMMSN
requires the least CPU time that is at most a fiftieth of the CPU time for ADMM and
a fifth of the CPU time for APG.

5.4 Numerical comparisons on real data

This part uses the LIBSVM datasets from https://www.csie.ntu.edu.tw to test the effi-
ciency of PMMSN for large scale problems. For those data sets with a few features,
such as pyrim, abalone, bodyfat, housing, space ga, we follow the same technique
as in [53] to expand their original features by using polynomial basis functions over
those features. For example, the last digit in pyrimS$ indicates that a polynomial of
order 5 is used to generate the basis function. Such a naming convention is also appli-
cable to the other expanded data sets. These data sets are quite difficult in terms of
the dimension and the largest eigenvalues of AT A. Table 2reports the results of three
solvers with A specified in the third column. We see that the output of PMMSN has
the lowest objective value for ten examples, and for abalone7, housing7 and mpg7
its objective value is much less than that of the output yielded by ADMM and APG;
while the output of ADMM has much worse objective value than that of APG since
the maximum number of iterates 25000 is not enough for these examples. The CPU
time taken by PMMSN is less than one-third of the CPU time taken by APG and
one-fiftieth of the CPU time taken by ADMM for all examples except E2006.train
and E2006.test.with ADMM, APG has a little better performance and takes much less
CPU time, but its performance depends much on the smoothing parameter ¢ that is
very sensitive to those data with a highly-relevant covariance matrix or a heavily-tailed
sparse noise. From the numerical results on synthetic examples, we see that when the
sparsity of @ attains a certain level, say, |Z| < 0.6n for the examples in Table 1,
the relative £,-error has an order about 10719, close to the exact recovery. Then, it is
natural to ask for which kind of covariances and noises, the exact recovery of the limit
X can be achieved by controlling the sparsity of . We leave this question for a future
topic.

6 Conclusions

For the zero-norm regularized problem, we verified that the penalty problem of its
equivalent MPEC reformulation is a global exact penalty, which implies a family of
equivalent DC surrogates. For a subfamily of these DC surrogates, we showed that
the critical point set coincides with the d-directional stationary point set, and when
a critical point has no too small nonzero component, it is a strongly local optimal
solution of the surrogate problem and the zero-norm regularized problem. We also
developed a proximal MM method for solving these DC surrogates, and provided its
theoretical certificates by establishing the global convergence and the local R-linear
rate of the generated iterate sequence. In particular, for the data (b, A) from a linear
observation model, the statistical error bound was also achieved for the limit to the true
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vector. Numerical comparisons with ADMM and APG show that the proximal MM
method armed with dPPASN has a remarkable superiority in the quality of solutions
and the CPU time, and is very robust for A with a large spectral norm and b corrupted
by the heavily-tailed noise. It is worth pointing out that our global exact penalty result
and the proposed proximal MM method are applicable to the function ¥ = h + 8¢,
where & : R? — R is a finite convex function and €2 is a general polyhedral set
{xeRHCx—dZO}.
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Appendix A: Proof of Proposition 3

The following two technical lemmas are need for the proof of Proposition 3.

Lemma6 Fixanyv > Q0 and ;u > 0. Let hy,(x):=v|x|lo for x € RP. If ¥ is regular
and strictly continuous relative to domd, then for any x € dom f and ¢ € R?,

90, (x) = 80, ,(x) = 8f,(x) + dhy(x), (A1)
d®, (X)) = dO, ;,(x)(¢) = df, (X)(C) + dhy(x)(Z). (A2)

Proof Fix any x € dom f and ¢ € R”. Since ¥ is strictly continuous relative to dom?,
by the expression of f, in (4), the function j, can be rewritten as f;, + dom f Where f,
is a finite strictly continuous function on R”. Clearly, f, is regular by the regularity of
¥, and 8qom f is also regular by the polyhedrality of dom®. By invoking [50, Exercise
10.10] and the first inclusion of [50, Corollary 10.9], it is not hard to obtain that

0 (%) + 0 Bdom f +10) (x) SO, 4 (x) S 3O, (x) (%) + 8 (Bdom f +10) (x).
Since epih, is a union of finitely many polyhedral sets and dom f is polyhedral,
from [29, Page 213] it follows that d(domf + Av)(x) € Ndomf (x) 4+ 0h,(x) and
3% (8dom f + 1) (x) € Ngom £ (x) + 9°°h, (x). The first inclusion, along with the first
inclusion of [50, Corollary 10.9] and the regularity of 84om s and h,,, implies that

Ndomf(x) +dhy(x) € g(adomf +hy)(x) € a((Sclomf + hy)(x) < Ndomf(x) + dhy(x).
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The regularity of &, is implied by [30, Theorem 1]. The last two equations imply the
first equality in (A1). By the strict continuity of f;, and [50, Corollary 10.9],

d©,,, (X)) = d fu(X)(©)+dBgom s () () +dhy(X)(§) = df (X)) + dhy(xX) (),
d0,,,(x)(¢) < d fu(x)(©)+d (Bgom £ +h) () ()

< d f,(0)(©) + dSaom () (¢) + dhy (x)(0)

= d f,(xX)(¢) + d8aom £ (x)(§) + dhy (x)($)

= df, (X)) + dhy (X)) (A3)

where the second inequality in (A3) is due to 9°°(8gom s +hv)(X) S Niom s (X) +
0%°h, (x) and [50, Exercise 8.23], and the first equality in (A3) is due to the regular-
ity of f;u h, and dom f. Note that dOU wX)(¢) = dO, ,(x)(¢). From the last two
inequality, we obtain the second equality in (A1). The proof is completed. O

Lemma?7 Pickany¢ €%, ,. Theassociated function g, forany p > 0is continuously
differentiable on RP.

Proof Recall that ¥* is a finite nondecreasing convex function on R. If in addition
¢ is strongly convex on [0, 1] with modulus o, then by [49, Theorem 26.3] and [50,
Proposition 12.60], ¥* is smooth on R and (v *) is Lipschitz continuous with constant
1/o. Thus, by the expression of g, it suffices to argue that h(t)::,o_ll/f*(,o|t|) for
t € R is continuously differentiable at # = 0. Indeed, by the assumption on ¢, it is
easy to verify that ¥ *(s) = O for all s € [0, y]. Then, for all |t] < y, h(t) = 0.
Together with #(0) = 0, & is differentiable at ¢+ = 0 with 4'(0) = 0. m]

Proof (i) Since the range of 9y * is contained in domdys = [0, 1], for any x € R” it
holds that [l x||; — g, (x) > 0. Together with the nonnegativity and coerciveness of f,,
it follows that ®, , , is nonnegative and coercive. Fix any x € dom f. From Lemma 7
and [50, Exericse 8.8], 00, ,, 4 (x) = 00,y ,(x) = d(fu+pv - [[1)(x)—pvVgy(x).
Recall that [Im(A) —b] Ndomv # @. By the convexity of ¢ and [49, Theorem 23.9],

A futpvll - 1)) = AT99 (Ax — b) + pux + pvd||x[|1.

The characterization on the regular and limiting subdifferentials of ®, ,, ;, then holds.
(ii) By the definition of d-stationary point for DC program (see [42, Section 3]), a
point x € dom f is a d-stationary point of (14) iff pvVg,(x) € 3(f +pv| - [1)(x),
which by part (i) is equivalent to saying that x € dom f is a limiting critical point of
Op,v, -

(iii) By [50, Theorem 13.24 (c)], it suffices to argue that d2®p,v, w(x10)(¢) > O forall
¢ # 0. Fix any ¢ € RP\{0}. Let ¢, 5 (x)x=A[llx]l1 —g,(x)] with X = pv for x € R”.
Clearly, ¢, , is Lipschitz continuous and regular by the smoothness of g,. Note that
Op,v,u = fuu + ¥, By invoking [50, Proposition 13.19], it follows that

PO, E0@ = sip  NPLEIDE + A E)E) stutv=0]. (Ad)
uedf, (¥),v€dg, 5 ()
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Recall that f, is strongly convex with modulus p. By Definition 3, we have that

dfE @) = plgl >0 Yu € f (). (AS5)
Fix any v € 9¢, 5 (X). Since ¢, ; is Lipschitz and directionally differentiable,
(v,8) =dg (@) =¢,, & ) =2 - 1D, &) = MVgp(), §).

By [50, Proposition 13.5], d%g, ;. (x|v)(¢) = 400 when dg, ; (X)(¢) > (v, ¢). This,

together with (A4)-(AS), implies that d? Op,v,. (x10)(¢) > 0, so it suffices to consider
that Q",g, , (x5 ¢) = (v, ¢). In this case, from Definition 3 it follows that

00 + 1) =0 =14, , 7. 8
4y 2 (F0)(¢) = lim inf =~ T
T

1.2
't 2
o (¥ / — Ve, (X). ¢
— 3 liminf 8p(X+718") +g,(;(x) +1(Vg,(x), ¢ )’ (A6)
710 §r2
{'=¢
where the second equality is because ||[x+t¢'|l1 — [|X|li —z (|- 1), ¢') = O for any

7 > 0 small enough. Let i (1):=p~'y*(plt]) for t € R. Clearly, gp(2) = Z{;l h(z;)
for z € RP. When i ¢ supp(x), from the proof of Lemma 7, for all T > 0 small
enough, we have h(x; +1¢/) — h(x;) — th'(x;)¢/ = 0. When i € supp(x), by noting
that ¢ *(s) = s — ¢(1) forall s > ¢/, (1) and using the assumption |x|n, > ¢/ (1)/p,
hxi+7L) —hx) —th' &) = 0= |x;+t¢/| — % — tsign(x;)¢/ =0
for all sufficiently T > 0. This means that, for all 7 > 0 small enough,
—gp(x + Té',) +g,(x) + T(Vgp(x), f/) = 0.
By combining this vzilh (A6), we obtain from (A4)-(AS) that d2®p,v,,ﬁ£f|0) ¢)=>0.

(iv) By Lemma 6, crit®, ;, = crit®, ,. We next argue that ¥ € crit®, ;. Since
X € crit®, , ,, from part (i) it follows that

0 € AT99 (AX— b) + pux + pv[(1— (W, ENDIF1] X -+ x (1= (W, (¥)) )3 1]
where [w,(X)]; = (Y*) (p|x;]) fori = 1,2, ..., p. By the definition of y*, it is easy
to deduce that ¥*(s) = s — ¢ (1) forall s > ¢;(1). Together with [X|,, > ¢;(1)/,0,

it holds that [wp()]i = (W*) (p|xi|) = 1foralli € supp(X). From [30, Theorem 1],
we know that 9||x||op = {v € RP |v; = 0 for i € supp(x)}. This means that

p[(1=(w, @NDIFL X - x (1= (W, (X)) )3T p|] S vI¥lo.

From the last two equations, 0 € AT (Ax— b) 'ti“_C +5||)_c||o = ’8\(91,#(7), where
the equality is by Lemma 6. This means that x € crit ®,, . For the rest, it suffices to
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argue that every point in crit ®,, , is a strongly local optimal solution of (1). Pick any
X € crit ®, ;. We only need to argue that d2®,,,u(f|0)({) > (O for all ¢ # 0. Fix any
0 # ¢ € R”. By combining Lemma 6 with [50, Proposition 13.19], it holds that

PO, FNOz s |EPLEDEO+dhEE) stou+v =07
u€dfy (x),vedhy(x)

where A, is same as in Lemma 6. Fix any v € 9k, (X). Let J:i={1, ..., p}\supp(X).
Then, (v,¢) = (vy, ¢7). A simple calculation yields dh,(¥)(¢) = ) ;7 610)(&)-
This means that dh,(X)(¢) > (v, ¢). When dh,(X)(¢) > (v, ¢), by [50, Proposition
13.5] we have d?h,(x|£)(¢) = +oo. This along with (A5) and (A7) means that
d2®vyu()_c|0)(;“) > 0, so it suffices to consider the case dh,(x)(¢) = (v, ¢). For this
case, from dh,(x)(¢) = Zi <7 8101 (&), we have ¢ = 0. Consequently,

hy(X +18") —hy (%) — T(v7, §5)

d’hy(X|v)(¢) = liminf : J
140.5'—¢ 572
— liminf Ziej[Sign(IT|§,’,|)_Tvifi,] > 0.
r¢0,§}7—>§7 5‘52
This along with (AS) and (A7) implies that d2®v,u()_c|0)(§) > 0. m]

Appendix B: Proof of results in Sect. 4.2
In this section, let x* be the true vector in model (21), and for each k € N write
yh=AxK— b, Axk=x* — x* and E5=B;_ (x* 1= x5 + 6571 — ux*.  (BY)

By Assumption 2 and [50, Theorem 10.49], for any 7 € R we have 3(6%)(7) =
2D*0(1)(0(r)) where D*0(r) : R = R is the coderivative of 6 at . Together with [50,
Proposition 9.24(b)], D*6(7)(6(7)) = 3(0(F)) (7). Thus,

{0} ifo@) =o;

20(0)90(7) otherwise 107 1 € R, (B9)

3(6)(1) = {

By using (B9) and the above notation, we can establish the following lemma.

Lemma 8 Suppose that for a certain k > 1 there exists an index set S¥~1 > §*
satisfying min; ¢ gk—1)c vf_l > 1/2. Let T:={i € {1,...,n} | w; # 0}. Then, when
b= 16T | Az |ll1 48116 lloo, it holds that | Ax(g_, Il < 31 Axgy -

Proof From x* € dom f and the definition of x¥ in Step 2, it is not difficult to obtain

n B 1 _
FOO + S+ A5 )+ S =g,
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" _ 1 _
> FO) + S+ A D+ St =,

1
+ E(X*—xk, (I +Bi—y) (x* —xb)) 4 (8571 by,

where the strong convexity of the objective function of (19) is used. After a suitable
rearrangement for the last inequality, we obtain

FO5 = £+ ullax P < 2" 1t = 1) + (65, 2F = x%). (B10)
Foreach k € N, let Ju={i ¢ Z|yf # 0}. By the expression of ¢ and @ = b — Ax*,
9 (Axk — b) — 9 (Ax*— b)

l[ Z 02(yk) — 6% (wy) Z 02(yh) — 92(@')]
i€k 9(ylk)+9(w,-) i€l 9(y£‘)+9(wi)

1 02(y%) — 0% () 02(yF) — ez(w,-)]
= [Z Tllyklloo 2 00N +0@@) |

(B11)
=N/ iel
where the inequality is since 0(y;) < T||y|lco fori = 1,..., n, implied by 6(0) = 0
and (22). Fix any n; € 3(6%)(w;). Since 62 is strongly convex with modulus 7, we
have

02(F) — 02(wy) = ni Yk — @) + 0.5tk —w)? for i =1,....n. (BI2)

Along with (B9), for each i € Ji, n; = 0 and 6%(y") — 6%(w;) > 5(y¥ — @;)%, and
consequently,

3 025 — @) _ T 3 Of — @)’
: Tl yk oo 2T (R[S

ieJk ieJk
. . ~k._ yh- . . .

For each i € Z, write R yen sy Oh+e@n” From (B9) and (22), it is not hard to obtain
|5¥] < 27 for all i € . Together with (B12), @ = b — Ax* and 0(y¥) < T|y* ||,

02(y5) — 0% (wy) . T OF — @;)?
i TSNSy 2y
XI: 605 + (@) ijy g 2 ;e(yf)w(wi)

k 2
~ k * T (yl _w_i)
> —27||[AC" = xD)]zllh + 5 EI =
L1E

Ty oo+l lloo)”
Substituting the last two inequalities into (B11) and using the definition of f yields
F@ = f&F) = 9 (Ax" = b) — 9 (Ax* — b)
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TIAGE— x|
207 (| lloo 117 lloo)”

27
> —7||[A<xk—x*>]z||1 +

Write T*:= M By combining this inequality and (B10), we get
207y looHll@ lloo) ’

I AK I+ 08 < 2 f ) = 1K) 4+ 2 [A(x"— z], + (= x)
= A(Zies*vf_lmxfl = Die(st1yeY; |Axk|)
+ (28| Az |l +||sk||oo)(||Axsk,l Il + 1A% g1y llt). (B13)

Since S¥~1 > §* and vl{‘_l € [0.5,1] fori € (Sk’l)", from the last inequality we
have

HIAREI? T8 < Vg (of ™+ 28 AZ 1 418 o) 1A%
+ Yieistye (P IAZ I +1E oo — 2/2) 1 AXE|

= (14270 Azl +1E o) [ Axge |
+ (2 | Azl +1E oo — 0.52) | Axfy |y

From the nonnegativity of the left hand side and the given assumption on A, we have

A4+ 2Tn Az I +1E 0o
U= 050 —2Tn | Az |l1 —11E% o

|| Axk

(ke laxgely =31 axgal,

This implies that the desired result holds. The proof is completed. O
By invoking (B13) and Lemma 8, we can obtain the following conclusion.

Lemma 9 Suppose that AT A/n satisfies the RE condition of parameter k > 0 on
C(S*), and that for some k > 1 there is an index set S > §* qnd |Sk’1| < 1.5¢*
such that min; ¢ gk-1)c vl(“l > l Let T:={i | w; # 0}. If A is chosen such that

~ _ 2uT +1k—4T||A 2Tl ||A +|&* sk-1
16.’:” 1H|AI|”1 +8”Ek||oo S A < 1 ”Uf”oo K—4T|| Al ( knl H| kI|1H1 116" loo) | |
47 Alloollvgs  llool S5

27|@ lloo (Mg oo + 270 | AZ Il + 18X 100)v/ 1S5
2T @ lloo + Tk — 4T Alloo (MG oo + 2Tn | Az Il +11E [lo0) IS*—1]

| axt| <
Proof Note that [|y* [|oo+ |77 [loc = |5 —AAXF o+ @ |00 < IAAX 0o +2[ || 0o-
Then

TACK — NP || AAXK|? ey
2nT (|5l + @ llo) ~ 2nT(IAAXK [0 + 2] [l00)”

Together with inequality (B13) and vf_l € [0.5, 1] for i € (S¥~1)¢, it follows that
I AR+ X8 < 23 e vE AR = (/2 X e sto1)e | AXE|
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+ @ | Az [ln 18 o) (1 AxE I + AR )
< (M oo + 2807 1Az [l1 188 o) I A

where the second inequality is due to A > 16Tn ! ||| Az.||l1 +81&*]l0o. By Lemma 8,
||Ax(5k 1)L||1 < 3||Axt g1 1l which means that Ax¥ e C(5*). From the assumption

on 1ATA, we have ||AAxk||2 > 2nk || Ax*||%. Then, it holds that

|| AxK|2
~(||AAxk||oo+ 2|l [loo)

< (M oo + 22 AT s +188 e ) | A ]

mlAxk)?

Multiplying the both sides of this inequality with T(|| AAx* || oo + 2|2 [|0) yields that

[uT(AAH oo + 2||w||oo> + 7]l Ax¥ 2
< FIAA oo (MG oo + 280 [ AZ (I +1E" 1o0) [ A |
+ 27 lloo (MIVG: oo + 2807 | Azl +18"llo0) | Axecs |-

Note that |AAX*[loo < [|Allool| Ax¥|[1. Together with ”Ax(sk nellt = 3 Axgi I
IAAX 0o < 4] Allooll Axsk,l I1, so the right hand side of the last inequality satisfies

RHS < 47 Alloo (A& oo + 2807 A7 [l +181100) 1SE 1] Ax |2
+ 2% lloo (M5 oo + 280 | AZ [l 18" o) y/ 1% 1] Axes |-
From the last two equations, a suitable rearrangement yields that
[26% N oo + 7ic = 42N Al (A& oo + 280 Az Il 18" 100) 18 |1 A5

< 27)|@ oo (MIV5 oo + 2T A [l +1E lloo)y/ 18K AxE,

2uT||@ [loo+Tr— 4rnA||oo<2m—1lHAz [l +15* o)1 ¥~
47| Alloo 1055 oo SK=1)
desired result. The proof is then completed. O

which along with & < implies the

B.1 Proof of Proposition 6:
Let Ax%:=x® — x*. From x* € dom f and the strong convexity of (20),

)’10 )/20
FOS) + Ak + 22 2! %12 + == )1 Ax*)?

> £ + 70 + 22 || %12 + 2’ 9 Bx0)2
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1 ~ ~
+ (8, 0" —x%) 4 ST =x), Fiol + AT A (x* —x%)).

From #(z) = 1 37, 6(z;) and Assumption 2, f(x*) — f(x) < §||A(x*—x0)||1.
Notice that [[x%)2 — [lx*|* = [Ix® —x*|I* + 2(x" — x*, x*). Together with the last
inequality and 189100 < €0, it follows that

02 Y * 0 -1~ * 0
A2 1 oama < A= 10D + 0 T AGH =2y
+ (0= x*, 80+ Pr0AT Ax* — P 0x¥)

< e+ Al 477 0l oo + P20l AT Ax*lloo + &) 1 AXG |1
+ @ AL 471005 oo + P20l AT Ax*[loo + €0 — A) | AxLgee 1

. g . . 0 2
By the assumption on A and the nonnegativity of |Ax ||)71‘0 I+550ATA° W€ get
||Ax?S*)C 1 < 3]l Ax|l1. Substituting this into the last inequality yields
02
I ”71,01+J72,0ATA
< (R +Tn Al +71ollc* oo + P20l AT A lloo + ) [ AxG [
3A/s*
= ——fax
2
which implies that the desired conclusion holds. The proof is completed. O
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