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Abstract

We study the problem of minimizing a sum of Euclidean norms. This nonsmooth optimization problem arises in many
different kinds of modern scientific applications. In this paper we first transform this problem and its dual problem into a
system of strongly semismooth equations, and give some uniqueness theorems for this problem. We then present a primal—
dual algorithm for this problem by solving this system of strongly semismooth equations. Preliminary numerical results are
reported, which show that this primal—dual algorithm is very promising. (©) 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Consider the problem of minimizing a sum of Euclidean norms:

min b, — Ax||, 1.1
xem";H le ( )

where by, bs,...,b, € R? are column vectors in the Euclidean d-space, 4;,4>,...,4, € R"™? are
n-by-d matrices. Let 4 = [4;,4,,...,4,] and b = [b],...,bL]. Let

f)=>" filx), (1.2)

i=1
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where
fix)=||bi —Alx||, fori=1,...,m. (1.3)

It is clear that x=0 is an optimal solution to problem (1.1) when all of the b; are zero. Therefore, we
assume in the rest of this paper that not all of the b; are zero. Problem (1.1) is a convex programming
problem, but its objective function f is not differentiable at any point x where b; — ATx = 0 for
some i. Problem (1.1) arises in many applications, such as the VLSL design [1], the Euclidean
facilities location problem and the Steiner minimal tree problem under a given topology [29]. Many
algorithms have been designed to solve problem (1.1), see [1-5,18,26,28-30].

In this paper we study the problem of minimizing a sum of norms. First in Section 2 we transform
this problem and its dual problem into some strongly semismooth equations. These transformations
are very important to our design of quadratically convergent algorithms. In Section 3 we give
some conditions for this problem having a unique solution. These conditions will be applied to the
quadratic convergence analysis of the algorithm presented in Section 5. In Section 4 we present
an augmented smoothing algorithm for solving nonsmooth equations, which is an extension of the
smoothing methods proposed in [19,24,27,32]. In particular, global and superlinear convergence of
this algorithm is established under some weaker conditions than those in [24]. In Section 5 we
then propose a primal-dual algorithm for minimizing a sum of Euclidean norms by applying the
augmented smoothing algorithm presented in Section 4 directly to a system of strongly semismooth
equations derived from this problem and its dual problem. In Section 6, some numerical results are
reported. We conclude this paper in Section 7.

Some words about our notation. For a continuously differentiable function F': R" — R”, we denote
the Jacobian of F at x € R" by F’(x), whereas the transposed Jacobian as VF(x). In particular, if
m =1, the gradient VF(x) is viewed as a column vector.

Let F:R" — R™ be a locally Lipschitzian vector function. By Rademacher’s theorem, F is
differentiable almost everywhere. Let Q2 denote the set of points where F' is differentiable. Then the
B-subdifferential of F' at x € R”" is defined to be

pF(x) =< lim VFEAT (1.4)

XkHX

e
while Clarke’s generalized Jacobian of F' at x is defined to be
OF (x) = conv 0gF'(x), (L.5)

(see [11,21,25]). F is called semismooth at x if F is directionally differentiable at x and for all
V € 0F(x+ h) and h — 0,

F'(x;h) = Vh + o(||l]); (1.6)

F is called p-order semismooth, p € (0,1], at x if F' is semismooth at x and for all V' € 0F(x + h)
and 4 — 0,

F'(x;h) = Vh+ O(|[h]|"*7); (1.7)
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F is called strongly semismooth at x if F is l-order semismooth at x. F' is called a (strongly)
semismooth function if it is (strongly) semismooth everywhere (see [21,25]). Here, o(||k||) stands
for a vector function e:R" — R"™, satisfying

. e(h)
lim —= =0,
h=0 ||l
while O(||A||?) stands for a vector function e:fR" — R, satisfying
lle(h)|| < M][A|]?
for all & satisfying ||| < J, and some M > 0 and 6 > 0.
Lemma 1.1 (Qi and Sun [25]). (i) If F is semismooth at x, then for any V € 0F(x 4+ h) and any
h— 0,
F(x+h) = F(x) = Vh=o(||h|]);
(i1) If F is p-order semismooth at x, then for any V € 0F(x + h) and any h — 0,
F(x+h)— F(x) = Vh = O(|[h]|"* 7).

For a convex set Q C R", IIo(-) is the projection operator onto Q. For a vector x € R", ||x||
represents the Euclidean norm (Y., x?)"/2. Let 1, denote the d x d identity matrix. Let R, = {€ €
MR: € > 0} and R, = {€ € R: € > 0}. Finally, we use € | 0" to denote the case that a positive
scalar € tends to O.

2. Some equivalent formulations

The dual of problem (1.1) has the following form:

bT 21

nEKb: e
where

Y={y=[l,....,y "€\’ y, e R, |yl| <1,i=1,...,m;Ay =0} (2.2)

Theorem 2.1 (see Andersen [2]). Let x € R", y € Y and let x* € R", y* € Y be optimal solutions
to problems (1.1) and (2.1), respectively. Then

(a) by < ||b; — Al x|| (weak duality)

1

m

1

and

(b) b'y* = Z ||b; — ATx*|| (strong duality).
i=1
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Definition 2.1 (see Andersen [2]). A point x € PR” and a point y € Y are called €-optimal to
problems (1.1) and (2.1) if

S 11bi— dlxl| - 5Ty < €
i=1

From Theorem 2.1 we have that (x*, y*) is a pair of optimal solutions to problems (1.1) and (2.1)
if and only if (x*, y*) is a solution to the following equations and inequations:

Ay =0,
||yl|| < 17 izl,...,m,

m (2.3)
> b — Afx|| = by =0.
i=1
In [4] it was proved that (2.3) is equivalent to
Ay =0,
vl <l i=1..m, (2.4)

(bi — Alx) —||b; — Alx||yi=0, i=1,...,m.
It follows from (2.4) that if (x*, y*) is a pair of optimal solutions to problems (1.1) and (2.1), then
for i=1,...,m, either b; — A]x* =0 or ||y}||=1. If b; — ATx* # 0 for some i then y} =V f;(x*).

Definition 2.2. Let (x*, y*) be a pair of optimal solutions to problems (1.1) and (2.1). We say strict
complementarity holds at (x*, y*) if, for each i, ||y¥|| <1 when b; — A7x* = 0.
In [26] it was proved that (2.3) is equivalent to
Ay =0,
d . , (2.5)
yi_HB(yi+(bi_Aix)):0> l:19--->ma
where B = {s € R: ||s|| < 1} and I3 is the projection operator onto B.

Lemma 2.1. Let Q C R" be a convex set. If s,t € R" satisfy s =Hqo(s +t), then r =s+1t and t
satisfy t —r + I o(r) = 0. Conversely, if r and t satisfy t —r + Io(r) =0 then s = Ilo(r) and t
satisfy s = Ilg(s + t).
Proof. If 5,1 € R” satisty s = IIo(s + t), then
Ho(r)=IHg(s+t)=s=r—1.
So, t —r+ I g(r) =0. Conversely, if » and ¢ satisfy t — r + Ilo(r) = 0, then
Ho(s+1t)=Ho(Ilg(r)+t)=Ho(r —t +t)=Ig(r)=s. O

Let P(y)=[II3(»1)", Is(y2)",..., Is(y,)"]". It follows from Lemma 2.1 that (2.5) is equivalent
to
AP(y)=0,

y—P(y)—(b—A"x)=0, (2:0)
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in the sense that if (x*, y*) is a solution of (2.6) then (x*,P(y*)) is a solution of (2.5), and
conversely if (x*, y*) is a solution of (2.5) then (x*, y* + (b — ATx*)) is a solution of (2.6). Let

_ AP(y)

So, we can solve problems (1.1) and (2.1) by solving the following nonsmooth equations:
F(x,y)=0. (2.8)

3. Uniqueness theorems

In what follows we always assume that 4 has rank z#. Under this assumption, the solution set of
problem (1.1) is nonempty and bounded; see Lemma 2.1 [26]. However, it is easy to show that 4
having rank 7 is not sufficient for problem (1.1) having a unique solution. For example, let x € R,
b1 = (0, I)T, b2 = (O, *I)T, Al :A2 :Iz, A= [Al,Az], and

JG)=lbr = Alx]| + [|b2 — Ax]].
Clearly, 4 has rank 2, and f(x) has a minimum of 2 which is attained for all x = (0,x;)" with

—1 < x; < 1. In this section we will give some conditions for problem (1.1) having a unique
solution.

Lemma 3.1. (i) For any x € R" and y € R" with ||y|| < 1, ||x|]| = »™x. (ii) If x # 0, then
|Ix|| > y"x for any y € R" with ||y|| < 1.

Proof. Since ||x|| = max;|,_, »" x = max)|,j<; y"x, (i) and (ii) hold. O

Theorem 3.1. Let (x*, y*) be a pair of optimal solutions to problems (1.1) and (2.1). x* is a unique
solution to problem (1.1) if

(1) strict complementarity holds at (x*, y*), and

(ii) A =[A;, i € My(x*)] has rank n, where

Mo(x*) = {i: ||b; — A[x*|| =0, i=1,...,m}.
Proof. For any d € R" with d # 0 and § > 0 small enough,

S5 +0d) = ||bi — Al (x* + 6d)||

i=1

> [+ Y oll4ld|l - D sy Afd)

i€EMo(x*) igMo(x*)

= fC+ > dlAldl - > siy)d
i€EMy(x*) iZMo(x*)

=) +6 Y A{ll4ld]l + ) AU}, by (23)
ieEMy(x*)

> f(x*), by (i), (i) and Lemma 3.1 (ii). (3.1)
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The first inequality follows from the convexity of f;(x). (3.1) shows that x* is a unique solution of
problem (1.1). O

Theorem 3.2. Let (x*, y*) be a pair of optimal solutions to problems (1.1) and (2.1). Suppose that
A=1[A4;, i € My(x*)] is an n X n nonsingular matrix, where

Mo(x*) = {i: ||b; — A} x*|| =0, i=1,...,m}.
Then x* is a unique solution to problem (1.1) if and only if ||yf|| <1, for all i € My(x*).
Proof. From Theorem 3.1, if ||y}|| < I, for all i € My(x*), then x* is a unique solution to problem

(1.1). On the other hand, if there exists i € My(x*) such that ||y}|| =1, then a unique d € R" and
d # 0 can be found satisfying

Ald = —y7,
Afd =0, i€ My(x*)\{i},
and this corresponds to a direction of nonuniqueness as then it gives equality in (3.1) for all 6 > 0

small enough. [

Remark. When d = 1, problem (1.1) is the following linear /; problem, see [17].

XER" £

min Y " |b; — a]x], (3.2)
i=1

where b],b2,...,bm S 9%, and ay,a;,...,a, € R". Let 4 = [al,az,...,am] and T = [b],bz,...,bm].
From (2.1) the dual of problem (3.2) has the following form:

by, 33

mae'y 63)
where

Y={yeR" |y <1,i=1,....m; Ay =0} (3.4)

It follows from Theorem 3.2 that

Corollary 3.1 (Osborne [17]). Let (x*,y*) be a pair of optimal solutions to problems (3.2) and
(3.3). Suppose that A =[a;, i € My(x*)] is an n X n nonsingular matrix, where

My(x*) = {i: |b; — a]x*| =0, i=1,...,m}.
Then x* is a unique solution to problem (3.2) if and only if |y{| < 1, for all i € My(x™*).

4. An augmented smoothing algorithm for nonsmooth equations

In this section we present an augmented smoothing algorithm for solving nonsmooth equations,
which is an extension of the smoothing methods proposed in [19,24,27,32]. In particular, global
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and superlinear convergence of this algorithm is established under some weaker conditions than that
in [24].

Throughout this section, we assume that @:R" — R” is a locally Lipschitzian function. We are
interested in finding zeroes of @, i.e., solving the system of nonlinear equations

B(x) = 0. (4.1)

Such a system of nonlinear equations arises from nonlinear complementarity, variational inequal-
ity, nonlinear programming, the maximal monotone operation problem, nonsmooth partial differential
equations, the nonsmooth compact fixed point problem, and the Newton method for the complex
eigenvalue problem, the problem of minimizing a sum of norms; see [6—10,12—-16,19-27,31,32] Var-
ious nonsmooth variants of Newton’s methods, quasi-Newton methods, and Gauss—Newton methods,
have been proposed and studied; see [21-23,25].

Definition 4.3. Let z = (£,x) € R x R". We say H : R — R, defined by

H(z):= (GEZ)) : (4.2)

an augmented smoothing function of @ if
(i) G is a locally Lipschitzian function and G is continuously differentiable at any (#,x) € R"t!
with ¢ #£ 0;
(i1) G(0,x) = P(x) for any x € R".

Clearly, if H is an augmented smoothing function of @, then H is a locally Lipschitzian function
and H is continuously differentiable at any (#,x) € R"*!' with ¢ # 0. Moreover, H(t*,x*) =0 if and
only if * =0 and &(x*) = 0. So solving the system of nonlinear equations (4.1) is equivalent to
finding the zeros of H.

Choose 7 € Ry and y € (0,1) such that 7 < 1. Let Z:=(7,0) € R x R" and s € [3,1]. Define
the merit function y : R"*! — R, by

W(z):=[|H(2)|]”
and define f: R"*! — R, by

p(z) - =ymin{1, [y(2)I'}.

Algorithm 4.1

Step 0: Choose constants 6 € (0,1), s € [$,1] and ¢ € (0,4). Let °:=i, x° € R" be an arbitrary
point and k:=0.

Step 1: If H(z") =0 then stop. Otherwise, let f; : =(z").

Step 2: Compute AzF:=(At*, Ax¥) € R" x K" by

H(Z*) + H'(Z)AZF = piz. (4.3)
Step 3: Let [; be the smallest nonnegative integer / satisfying
(" + 6'AZ) < [1 = 20(1 — yD)S" TW(Y). (4.4)

Define zA*+1:=zF + 5k Az,
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Step 4: Replace k£ by k£ + 1 and go to Step 1.

Lemma 4.1. If for some z:=(1,%) € R, x R", H'(Z) is nonsingular, then there exist a closed
neighborhood N (2) of Z and a positive number & € (0,1] such that for any z = (t,x) € N(Z) and
all o € [0,&] we have t € Ry, H'(z) is invertible and

Wz + 2 Az) < [1—20(1 — 3D)al(z), (4.5)
where Az is the solution of the following linear equation:

H(z)+H'(z) Az = B(z)z=.

Proof. Since H'(Z) is invertible and 7 € R, ., there exists a closed neighborhood .47(Z) of Z such
that for any z = (t,x) € A'(Z) we have ¢t € R, and that H'(z) is invertible. For any z € /(2), let
Az = (At, Ax) € R" x R" be the unique solution of the following equation:

H(z)+ H'(z) Az = f(z)z (4.6)
and for any o € [0, 1], define

g-(2) = G(z + « Az) — G(z) — aG'(z)Az.
From (4.6), for any z € A7(2),

At =—t+ (2.
Then for all « € [0,1] and all z € A7(2),

t+oalAt=(1—oa)+af(z) € R .. (4.7)

It follows from the mean value theorem that
g.(a)=u /1 [G'(z + 00 Az) — G'(2)]Azd0.
0
Since G'(+) is uniformly continuous on A°(Z) and Az — AZ as z — Z, for all z € A(2),
i 9.2 /2 =0,
Then, from (4.7), (4.6) and the fact that f(z) < y[W(z)]"?, for all o € [0,1] and all z € A(Z), we

have

(t + a At)?
=((1 — )t + af(2)i)’
=(1 — 0)? + 2(1 — )af(z)if + 2[B(2)]*F
=(1 — )*t* + 2af(2)tt + O(o?)

< (1 — 0P + 22 | H ()| + 0(a?)
=(1 — a)?*t* + 2apt(2) + O(o?) (4.8)
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and
1G(z + 2 Az)]?
=||G(2) + 2G'(2)Az + g=(2)||?
=[(1 = 2)G(z) + g:()|
=(1 — 2)’[|G@)I]* +2(1 = )G (2)" g-(e0) + [|9:=(2)||”
=(1 — 2)’||G@)I[* + o(a). (4.9)
It then follows from (4.8) and (4.9) that for all « € [0,1] and all z € A7(Z), we have
Y(z + aAz)
—||H( + 2. A2)|
=(t + o At)’ +||G(z + 2 Az)||?
< (1 — a)* 2 4+ 2uyip(z) + (1 — 0)*]|G(2)|)* + o(a) + O(o?)
—(1 — 2)’W(z) + 2077(2) + o)
=(1 — 20)0(2) + 2097(2) + o(2)
=[1—2(1 = yD)a]p(z) + o(x)
< [1=2p(1 — yH)aly(z) + o(a). (4.10)

Then, from inequality (4.10), we can find a positive number & € (0, 1] such that for all o € [0, &]
and all z € A(2), (4.5) holds. [J

Assumption 4.1. For any z = (t,x) € R""! with ¢ > 0, H'(z) is nonsingular.

Lemma 4.2. Suppose that Assumption 4.1 holds. Then Algorithm 4.1 is well defined at the kth
iteration and for any k = 0,

0 < <<, (4.11)
and

k kN7

" = Pzt (4.12)

Proof. It follows from Lemma 4.1 that Algorithm 4.1 is well defined at the kth iteration. Now we
prove that (4.11) and (4.12) hold by induction. First, 1 =7 > 0. From the design of Algorithm 4.1
and that, for any z € R""!, f(z) < 7y <1, we have

th=(1 =08+ 6" pz") 7 < (1 —6")° + 6"y7 < 1°
and

2 > pr.
Hence (4.11) and (4.12) hold for £ = 0. Suppose that (4.11) and (4.12) hold for £ = 0. We now
prove that (4.11) and (4.12) hold for £ + 1. From the design of Algorithm 4.1 we have

M= (1 = ")k + 6" pFHE.
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Since t* > p(z")i,
KU (1 = 0k 4 9k =
and
1 > (1 = "B + 6" p(F)E = B(F)E > 0.

So, (4.11) holds for k£ + 1. We now prove (4.12) holds for £ + 1 by considering the following two
cases.

Case 1: Y(z*) > 1.

In this case we have f;=7. It, therefore, follows from #* > B(z*)7 and B(z)=ymin{1,[y(z)*} < y
for any z € R"*! that

A BT
=t + 5" AL — B(F + o' AZF)F
(1 — 0"k + 6% Byt — 97
(1 = 0" )i + 8" Bui — 97
=(1 — 8" )y + 8"yt — ot
—0. (4.13)

Case 2: Y(z*) < 1.
In this case, we have

Y(ZF + 8% AZN) < [1 —20(1 — yD)o" JY(zF) < 1. (4.14)

=
=

So
B(ZF + 0" AZF) = y[(F + 0% AZF)T'.
Hence, by using the first inequality (4.14), we have
A BT
=t + 5" ALF — B(F + 0" AZF)F
=(1 = 8" )" 4 8% fut — (" + o' AF)PT
> (1 — 8")Bpt 4 0% B — y[1 — 20(1 — pD)* PP (1’7
=Pl — 1 = 20(1 — yD)al [Y(")I'T
=yWEOIT =1 = 20(1 = yD)al [P ))'7
—p {1 = [1 = 20(1 — yD)al’} [YEOIT
> 0. (4.15)
So, (4.12) holds for k£ + 1. This completes our proof. [

Theorem 4.1. Suppose that Assumption 4.1 holds. Then an infinite sequence {z*} is generated by
Algorithm 4.1 and each accumulation point Z of {z*} is a solution of H(z)= 0.
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Proof. It follows from Lemma 4.2 and Assumption 4.1 that an infinite sequence {z} is gener-
ated such that # > B.7 for all & > 0. From the design of Algorithm 4.1, y(z**') < y(z*) for
all k > 0. Hence the two sequences {l//(Zk )} and {B(z*)} are monotonically decreasing. Since
Y(Z"), B(z*) > 0 (k = 0), there exist Y, f > 0 such that y(zF) —  and B(zF) — B as k — oo. If
lp =0 and {z*} has an accumulation point Z, then from the contlnulty of Y(-) and f(-) we obtain
Y(£)=0 and B(£)=0. Then we obtain the desired result. Suppose that i > 0 and £=(7, %) € R" x R"
is an accumulation point of {z*}. By _taking a subsequence if necessary, we may assume that {z}
converges to Z. It is easy to see that Y=y(%), pE)=p and 7 = B(5)f > 0. Then, from Assumption
4.1, H'(2) exists and is invertible. Hence, by Lemma 4.1, there exist a closed neighborhood ./7(2)
of Z and a positive number & € (0, 1] such that for any z=(¢,x) € A7(2) and all o € [0,&] we have
t € R, H'(z) is invertible and

Y(z +olz) < [1=20(1 —yD)al(z),
where Az is the solution of the following linear equation:
H(z)+ H'(z) Az = f(2)z.
Therefore, for a nonnegative integer / such that ¢’ € (0,&], we have
Y+ 5'AZ) < [1 - 20(1 — 33T
for all sufficiently large k. Then, for every sufficiently large k, /; < I and hence 6 > ¢'. Then

YE) < [1=20(1 = 900" (") < 11— 20(1 =313 (")

for all sufficiently large k. This contradicts the fact that the sequence {i/(z*)} converges to y > 0.
So, we complete our proof. [

Assumption 4.2. The level set L(z°) = {z € R""!| y(z) < Y(z°)} is bounded.

It follows from Theorem 4.1 that

Corollary 4.1. Suppose that Assumptions 4.1 and 4.2 hold. Then an infinite sequence {z*} is gen-
erated by Algorithm 4.1 and there exists at least one accumulation point Z of {z*} such that Z is
a solution of H(z) = 0.

Assumption 4.3. For any 0 < #; < £, the level set
L[tl,tz](zo) = {x € R lﬁ(l,x) < lP(ZO)J € [tlatZ]}
is bounded.
Assumption 4.4. The solution set of Eq. (4.1) is nonempty and bounded.

For any given ¢ € R, define y,(x) : R" — R by
Yi(x) = [|G)| I (4.16)
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Clearly, Yo(x) = ||®@(x)||>, and for any fixed ¢+ € R, ¥, is continuously differentiable with the
gradient given by

Vi(x) = 2(Gi(2))" G(2). (4.17)

If Assumption 4.1 holds, then G.(z) is nonsingular at any point z = (t,x) € R, x R". For any
z=(t,x) € R X R",

Y(z) =1+ (). (4.18)

Lemma 4.3 (Facchinei and Kanzow [14]). Let C C R" be a compact set. Then for any § > 0,
there exists a t € R, such that

[ (x) — Yo(x)| < 0
for all x € C and all t € [0,1].

Theorem 4.2. Let f :R" — R be continuously differentiable and coercive, i.e.,

lim f(x)=4oc.
[Ix||—o00
Let C C R" be a nonempty and compact set and define m to be the least value of f on the
(compact) boundary of C:

m:=min f(x).
xE@Cf( )

Assume further that there are two points a € C and b ¢ C such that f(a) <m and f(b) < m.
Then, there exists a point ¢ € R" such that V f(c)=0 and f(c) = m.

This theorem is the famous Mountain Pass Theorem, see Theorem 5.3 [14]. We can use it to
prove the following theorem.

Theorem 4.3. Suppose that Assumptions 4.1, 43 and 4.4 hold. Then
(i) An infinite sequence {z* = (t*,x*)} is generated by Algorithm 4.1, and
lim H(Z*)=0, and lim *=0. (4.19)
k—+o00 k—+00
Hence each accumulation point, say z* = (0,x*), of {z*} is a solution of H(z) = 0.
(ii) The sequence {z*} is bounded. Hence, there exists at least one accumulation point, say z* =
(0,x*), of {*} such that x* is a solutions of ®(x)=0.
(i) If (4.1) has an unique solution x*, then

lim x* =x*.

k—+o00
Proof. (i) It follows from Lemma 4.2 and Assumption 4.1 that an infinite sequence {z*} is gen-

erated such that #* > B.7 for all £k > 0. From the design of Algorithm 4.1, Wy(z¥*!) < y(z*) for
all k > 0. Hence the sequences {¢*}, {y/(z¥)} and {B(z")} are monotonically decreasing. Since
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Y(z"), B(z*) > 0 (k > 0), there exist ¥, f > 0 such that Y(zF) —  and B(zF) — B as k — cc.
Suppose that y > 0. Then, from Lemma 4.2,

lim *=7> fi>0.

k—+o00

By Assumption 4.3, the sequence {z*} is bounded. From Theorem 4.1, = 0. This contradiction
shows that v =0, i.e.,

lim H(z*)=0, and lim #*=0.

k—+o00 k—+o00

(ii) Suppose that the infinite sequence {z*} is not bounded. Then the sequence {x*} is not bounded.
Let .% be the solution set of @(x)=0, i.e., the solution set of (x)=0. Without loss of generality,
assume that {||x*||} — oo. Hence there exists a compact set C C R” with & C int C and

e c (4.20)
for all k£ sufficiently large. Let a« € & is a solution of Eq. (4.1). Then we have

o(a) = 0.
Since

= min Yo(x) >0,

we can apply Lemma 4.3 with 6:=m/4 and conclude that

1
Yula) < i (4.21)
and
. 3
m::?eli% Yu(x) = g (4.22)
for all k£ sufficiently large. From (i) we have
1
V(') < o (4.23)

for all k sufficiently large. Now let us fix an index k& such that (4.20)—(4.23) hold. Applying Theorem
4.2 with b:=x*, we obtain the existence of a vector ¢ € 8" such that
Viu(c)=0 and u(c) = 3m > 0.

From (4.17) and Assumption 4.1 we have G(t*,c) =0, i.e., Y«(c) =0, which gives us the desired
contradiction.
It follows from (i) and (ii) that (iii) holds. O

Remark. Clearly, if Assumption 4.2 holds, then Assumptions 4.3 and 4.4 hold. But the converse of
this statement is not true. For example, let x = (x1,x,) € R?, B=[ — 1, 1], II3(-) be the projection
operator onto B and

x
o) = <x2 - HB(le +x2)> '
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Let
t
H(t,x)= Xy + 1x1 R
X2 — (x1 +x2)/q(t,x)

where

sty — L 11D l) + exp(/Cor 2 + 2/la))if £ 0,

’ max{1,|x; + x|} otherwise,

and

W(t,x) = £ + (x2 + 01)* + 2 — (o1 +x2)/g(6,0)]
Clearly, (0,0) is the unique solution of ®(x)=0, and for any #* > t! > 0 and « > 0, the level set
Lip py(0):={x € R*: y(t,x) < o, t € [, 7]}
is bounded. Let =1, x) =0, and x) = 1. Then we have ¥(°,x},x9) > 2. But y(,x1,x;) =1 for
any (£,x1,x;) € R with =0, x; € [0,+00) and x, = 1. So the level set
LZ):={(t,x1,x2) € R*: Y(t,x1,x2) < (£, x3,x)}

is not bounded.
Let z* = (0,x*) and define

A(z*) = {lim H'(#*,x*): #* | 0" and x* — x*}. (4.24)
Clearly, A(z*) C 0gH(z").

Lemma 4.4. If all V € A(z*) are nonsingular, then there is a neighborhood N(z*) of z* and a
constant C such that for any z = (t,x) € N(z*) with t # 0, H'(z) is nonsingular and

i)l < C

Proof. If the conclusion is not true, then there is a sequence {zF = (¢#*,x*)} with all #* # 0 such
that z¢ — z*, and either all H'(z") are singular or |[(H'(z*))7!|| — +oc. Since H is locally
Lipschitzian, 0H is bounded in a neighborhood of z*. By passing to a subsequence, we may assume
that H'(zF) — V. Then V must be singular, a contradiction to the assumption of this lemma. This
completes the proof. [

Theorem 4.4. Suppose that Assumption 4.1 is satisfied and z* is an accumulation point of the
infinite sequence {z*} generated by Algorithm 4.1. Assume that all V € A(z*) are nonsingular and
s € (%, 11. If H is semismooth at z*, then the whole sequence {z*} converges to z*,

|24 = 2| = o(||" — z*]|) (4.25)
and

Y = o(Y(2")). (4.26)
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Furthermore, if H is strongly semismooth at z*, then
HZkJrl _Z*HZO(HZk_Z*HZS) (427)
and

Y = 00 )P). (4.28)

Proof. First, from Theorem 4.1, z* is a solution of H(z) = 0. Then, from Lemma 4.4, there is a
scalar C such that for all z* sufficiently close to z*,

[[H' )| < C (4.29)

Hence, under the assumption that A is semismooth (strongly semismooth, respectively) at z*, from
Lemma 1.1, for z* sufficiently close to z*, we have

2+ Az — 2| = [lF + H'G) ' [ - HE) + Biz] — 2]
= O(||H(E) — H(z*) — H')E" = 29)|| + Bid)
=o(|l2* = 27| + 0W(E))  (=0(||* — 2*|1*) + O (z*))). (4.30)

Then, because H is semismooth at z*, H is locally Lipschitz continuous near z*, for all z¥ close
to z*,

Yy = [[HEIP = o2 — =*|1*). (4.31)

Therefore, from (4.30) and (4.31), if H is semismooth (strongly semismooth, respectively) at z*,
for all z* sufficiently close to z*,

25+ Az =2 = o(||l* = 2*[])  (=O(||z* = =*[|*)). (4.32)
By (4.32), for any ¢ € (0, %), there is a k(&) such that for all £ = k(e),
|25 + AzF — 2¥|| < gllz" —2¥|). (4.33)
By (4.3) and (4.29),
A4 = [|H'() 7' [ = HE) + B
< ClHE)|| +ICh(" )]
= (1+DC|HE||-
Then,
ll* = 27|l < NlAZF|] + |I2* + Ak = 2]
< (1 +DC|HE)|| + e |2 — 2% (4.34)
Thus,

28 = z*|| < 2(1 +DC||H (Y| (4.35)
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Hence, if H is semismooth (strongly semismooth, respectively) at z*, for all z* sufficiently close to

z*, we have

Y+ A = ||HE + AP
= O(sz + AZF — Z[1%)
=o(|l* = 2*|) (=0(|lZ* - *[[*))
=o([[H(E") = HE)|P)  (=O0([HE) = HE)||*))
=o(Y(2")) (=0(W(*)*)). (4.36)
Therefore, for all z* sufficiently close to z* we have
=2k 4 AZK,

which, together with (4.32) and (4.36), proves (4.25) and (4.26), and if H is strongly semismooth
at z*, proves (4.27) and (4.28). So, we complete our proof. [

5. A primal—dual algorithm for minimizing a sum of Euclidean norms

Define p(t,5): R — R by

o= { B 120
where
d(t,s) = s/q(t,s), (t,s) € Ry x R, (5.2)

and

q(t,s) = tIn(exp(1/1) + exp(\/|[s|]* + £2/1)).

Proposition 5.1 (Qi and Zhou [26]). p(t,s) has the following properties:
(i) For any given t > 0, p(t,s) is continuously differentiable;

(i) p(t,s) € int B, for any given t > 0;

(i) | p(t,s) — Hp(s)] < (In2 + 1)t

(iv) For any given t > 0,

SST

1
I; — ,
q(1,5) g(t,s2(1 + e VIBIP+2)/y sIZ + 2

and Y ps(t,s) is symmetric, positive definite and ||V ¢s(t,s)|| < 1;
(v) For any given s € R? and t > 0,

el/t Hste [|s||2+2¢/t
Ine(t,s) — + S, 54
() te(t,s)  t\/||s||? + r2e(t,s) G4

Vps(t,s) = (5.3)

1

where e(t,s) = e'/t + eV I+,
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(vi) p(t,s) is a strongly semismooth function on R x R,
(vil) If ||s*|| < 1, then

lim vps(tk,sk) = 1y;
tklOJr

s —s*

(viii) If ||s*|| > 1, then

1
lim Vpy(t*,s*) = —
# 10+ |Is*(]

sF—s*

1
Id - % S*(S*)Ta
[Is*|3

which is symmetric, nonnegative definite, and the norm of this matrix is less than 1 and the
rank of this matrix is d — 1.

Let zi=(t,x,y) € R x R" x R and define H : R x R" x R — Rrmd+l py

t
H(z):= Ap(t,y) —tx , (5.5)
y=pt,y) = (b—A'x)
where p(t, v)=[p(t, y)%,..., p(t, y»)"]". Then H is an augmented smoothing function of F defined

in (2.7). From Proposition 5.1, H is continuously differentiable on 2R, x K" x "¢ and strongly
semismooth on R x R" x K™,

Lemma 5.1. For any z = (t,x,y) € Ry x R" x R,
1 0 0

H'(z):= | AE(z) —x —tl, AP(z) , (5.6)
—E(z) A" L, —P(2)
where
E(z) =V pdt, ), (5.7)
and
P(z) = Diag(py(t, y;), i = 1,...,m), (5.8)

and H'(z) is nonsingular.

Proof. We have that (5.6) holds by simple computation. For any z = (£,x, y) € R, x R" x R",
in order to prove H'(z) is nonsingular, we only need to prove that

[ —tl, AP(z)
M= ( AT L —P(z))

is nonsingular. For any ¢ > 0 and (x, y) € 8" x 8", from Proposition 5.1 P(z) is symmetric positive
definite and ||P(z)|| < 1. Let Mg =0, where g = (gT,97)T € R" x |’™. Then we have

—tl,g1 + AP(z)g, =0, (5.9)
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and

A"g1 + (Ina — P(2))g2 = 0. (5.10)
From (5.10) we have

g2 = —(Ina — P(2))"'4"g1. (5.11)
Then,

(tl, + AP(z)(1,g — P(z)) '4T)g, = 0. (5.12)
Let

B(z)=tl, + A(L,q — P(z))"'P(z)4". (5.13)

Then B(z) is an n-by-n symmetric positive definite matrix because A4 has full rank. So g; =0. Thus
g =0. This indicates that M is nonsingular. So H'(z) is nonsingular. This completes the proof. [

Choose 7 € %M., and y € (0,1) such that y7 < 1. Let Z:=(7,0,0) € %R x R" x R"™. Define
Y RX R xR — R, by Y(z):=||H(2)|)*, and : R, x R"xR™ — R, by B(z):=ymin{1,y(z)}.

Algorithm 5.1

Step 0: Choose constants § € (0,1), ¢ € (0,1/2) and ¢;,¢& > 0 as termination tolerances. Let
20:=(,x° 1) € Ry, x R x R and k:=0.

Step 1: If [|A p(t*, y)|| < & and |30, ||b: — ATx*|| — b p(¢*, y%)| < &, then stop. Otherwise, let

Br:=p(").
Step 2: Compute AzF:=(Ar*, Axk, AyF) € |’ x R x K™ by

H(Z*) + H' (M)A = Bz (5.14)
Step 3: Let j; be the smallest nonnegative integer j satisfying
(" + 8 ALY < [1 = 20(1 — 91 TW(h). (5.15)
Define zKt!:=zF 4+ 6/F AZF.
Step 4: Replace k£ by k£ + 1 and go to Step 1.
Lemma 5.2. Assume that A has rank n. Then the set
P ={(x,y) €R" x R F(x,y) =0}
where F is defined in (2.7), is nonempty and bounded.

Proof. From Lemma 2.1 and Lemma 2.1 of Ref. [26], this lemma holds. [
Lemma 5.3. For any 0 <t; < t, and o > 0, the level set

L[fl,lz](a) = {(x’ y) € R" x mmd: lﬁ(l‘,x, y) SIS [tlstZ]}
is bounded.



L. Qi et al | Journal of Computational and Applied Mathematics 138 (2002) 127-150 145

Proof. For any (x,y) € Ly, (%),

Y(tx, ) =2+ (Ap(t, y) — &) + Y (i — plt, yi) — (b — A]x))* < o

i=1

So
> i — plt.y) — (b — A]x))* < o, (5.16)
i=1

and
(Ap(t,y) —tx)’ < o (5.17)

From (5.17) x is bounded. It follows from (5.16) y is bounded. Hence L,(«) is bounded. O

By Lemmas 5.1, 5.2 and 5.3 and Theorem 4.3, we have

Theorem 5.1. (i) An infinite sequence {z*} C R x K" x W™ is generated by Algorithm 5.1, and

lim H(Z)=0 and lim ' =0. (5.18)
k—+o00 k—+o00

Hence each accumulation point, say z* = (0,x*, y*), of {z*} is a solution of H(z) =0, and x* and

P(y*) are optimal solutions to problems (1.1) and (2.1), respectively;

(ii) The sequence {z*} is bounded. Hence there exists at least an accumulation point, say
z* = (0,x%, y*), of {z*} such that x* and P(y*) are optimal solutions to problems (1.1) and (2.1),
respectively.

(iit) If problem (1.1) has a unique solution x*, then

lim x* =x*.
k—+00

Let z* = (0,x*, y*) and define
A(Z*) = {lim H'(¢5,x5, y*): 8 | 0%, 2% — x* and y* — y*). (5.19)

Proposition 5.2. Let My(x*)={i:||b; — Alx*||=0,i=1,...,m}. If A=[A;,i € My(x*)] is an n x n
nonsingular matrix and ||y}|| <1 for i € My(x*), then all V € A(z*) are nonsingular.

Proof. Without loss of generality, we suppose that ||b,—A]x*||=0 for i=1,...,j and ||b;—A4]x*|| > 0
fori=j+1,...,m. Then ||yf|| <1 for i=1,...,j and ||y¥|| > 1 for i=j+1,...,m. From Proposition
(5.1) and (5.19) we have that for any ¥ € A(z*), there exists a sequence {z* = (#*,x*, y*)} such
that

V=|A4E*—x* 0 AP*
—E* A" I,,—P*
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where

E* =[E},....EX]",

(ENDT = lim Vp(, Y5, fori=1,...,m,

*lo*+
xk —x*

vi—yr
and

P* = Diag(P}),

Pl*zld, fOI‘iIl,---,ja

.1 | R o
Pl = e = ¥ 0N fori=j 41 m
Let

0 A4P*
M= (AT Imd—P*>'
Hence, proving V is nonsingular is equivalent to proving M is nonsingular.
Let
"a = [Aj+15 cee ,Am],
D =Diag(P;,i=j+1,...,m),
and
q=141.43-431" € A" X A" x A"
Let Mg =0. Then we have

Ags + ADg; =0, (5.20)

A'q =0, (5.21)
and

A1+ (ui—n — D)gs = 0. (5.22)

From (5.21) we have g; = 0. Then, from (5.22) g3 = 0. It follows from (5.20) ¢, =0. Thus ¢ =0.
This indicates that M is nonsingular. So V is nonsingular. This completes the proof. [

From Proposition 5.2 and Theorem 4.4 we have

Theorem 5.2. Suppose that z* = (0,x*, y*) is an accumulation point of the infinite sequence {z*}
generated by Algorithm 5.1. Let Mo(x*)={i: ||b; — A]x*||=0,i=1,...,m}. If A=[A;,i € My(x*)] is
an n x n nonsingular matrix and ||y¥|| < 1 for i € My(x*), then the whole sequence {z*} converges
to z*, and the convergence is Q-quadratic.
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Table 1
Numerical results for Algorithm 5.1
Example n d m It NH NO  f(x") relgap [|4p]|
1 16 2 17 17 54 4 2.54e 4+ 01 2.70e — 16 7.66e — 16
2 4 2 5 10 17 1 400e+02 0 1.40e — 16
3 10 2 55 14 29 2 2.26e + 02 1.25¢ — 16 241e — 15
4 3 3 100 7 25 0 5.59¢ + 02 1.02e — 15 1.41e — 13
5 4 4 150 8 25 0 846e+02  6.7le—16 1.84¢ — 13
6 5 5 200 7 230 1.32¢+03  2.07¢e—15  3.69¢— 13
7 7 7 300 8 23 0 2.32e¢+ 03 1.96e — 16 1.22¢ — 13
8 8 8 400 7 21 0 3.48¢ + 03 1.83¢e — 15  5.62e—13
9 9 9 500 7 21 0 4.58¢ + 03 1.59¢ — 15 4.55¢—13
10 10 2 100 18 36 2 6.86e + 01 0 9.57¢ — 14
11 20 3 200 32 104 0 1.78e + 02 3.17e — 16 627e — 13

6. Numerical experiments

Algorithm 5.1 was implemented in MATLAB and was run on a DEC Alpha Server 8200 for the
following examples, where Examples 1 and 2 are taken from [29] and Examples 3—11 from [18].
Throughout the computational experiments, we used the following parameters:

0=0.5, 0=0.0005, 7=0.002, and y=0.5.

We terminated our iteration when one of the following conditions was satisfied
(1) &> 50

(2) relgap(x*, p(t*, %)) < 1e—8 and ||4 p(t*, y*)|| < le—12;

(3) 1s > 20.

where 1s was the number of line search at each step and

[0 1B — Afx|] = b p(t, »)|
>y b — Afx|| + 1

The numerical results which we obtained are summarized in Table 1. In this table, n, d and
m specify the problem dimensions, It denotes the number of iterations, which is also equal to the
number of Jacobian evaluations for the function H, NH denotes the number of function evaluations
for the function H, NO indicates the number of norms that are zero at the optimal solution, more
precisely, which is interpreted as being zero if it is less than the tolerance 10~'°, f(x*) denotes the
value of f(x) at the final iteration, relgap denotes the relative duality gap, and ||4 p|| denotes the
value of ||4 p(¢,y)|| at the final iteration. In the following, we give a brief description of the tested
problems, where 0 is the vector of all zeros and e is the vector of all ones.

relgap(x, p(2,y)) =

Example 1. This is a SMT problem [29]. The starting point x’ = e and »° = 0.

Example 2. This is a SMT problem [29]. The starting point x’ =e and )’ =e.
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Example 3. This is a multifacility location problem [18]. The starting point x’ = e and y° = 0.

The following examples are generated randomly. We use the following pseudo-random sequence:

Yo=17, WY1 =(445y; + 1) mod 4096, i=1,2,...,

C W
Vi< 3006

Example 4 (see Overton [18]).

i=12,....

n=3,d=23, m=100.

A;=1,i=1,2,...,m, except A; =100/ if i mod 10=1.

The elements of b;,, i=1,2,...,m, are successively set to be l/;l,l/;z,..., in the order (b1)1,...,(b1)4,
(b2)15-.,(by)a, except that the appropriate random number is multiplied by 100 to give (b;); if
imod 10 = 1. The starting point x° = b,, and y° = 0.

Example 5. The same as Example 4 except n =4,d =4, m = 150.
Example 6. The same as Example 4 except n=15,d =5, m = 200.
Example 7. The same as Example 4 except n =7, d =7, m = 300.
Example 8. The same as Example 4 except n =38, d =8, m =400.

Example 9. The same as Example 4 except n =9, d =9, m = 500.

Example 10 (see Overton [18]).
n=10, d =2, m=100.

The elements of 4;,i =1,2,...,m, those of b;,i =1,2,...,m, and those of x" are successively set to
Vi, ¥,,..., in the order:

(A1 (A2t (A (A)12s o5 (A1Dnds - - 5 (A nds

(b1 o> (B)as (B2)15 -5 (b )as XY, X))

except that the appropriate random number is multiplied by 100 to give (4;); or (b;); if imod 10=1,
and 1 =0.

Example 11. The same as Example 10 except n =20, d =3, m = 200.
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The results reported in Table 1 show that this method is extremely promising. The algorithm was
able to solve all examples after a small number of iterations. The number of iterations increases
slowly with the size of the problem. For Examples 1 and 2, the number of iterations required by
our algorithm is fewer than that required by the algorithm proposed in [29].

7. Conclusions

In this paper we first transformed the problem of minimizing a sum of norms and its dual prob-
lem into a system of strongly semismooth equations, and gave some uniqueness theorems for this
problem. We then presented a primal-dual algorithm for this problem by solving this system of
strongly semismooth equations. Numerical results showed that this primal-dual algorithm worked
very satisfactorily for the tested problems.
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