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A MODIFICATION OF A SUCCESSIVE
APPROXIMATION METHOD FOR
NONSMOOTH EQUATIONS*

Xu Dachuan Sun Defeng

(Institute of Applied Mathematics, Academia Sinica 100080, Beijing)

Abstract A successive approximation method for nonsmooth equations was provided. In
this paper, by introducing a positive number sequence. The methud for computing the upper
bound of a nonsmooth equations,which is very difficult to implements is avoided,and the global
convergence is also proved.
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1 Introduction , - :
.

Let F:R"—R" be a continuous function. We consider the system of nonlinear equations ¢’
J(x)=0, 1ER )=

i

To solve such nonsmooth equations caused many authors’ attention.for example ,see([1'

—141). Qi and Chen proposed a globally convergent successive approximation method fog

nonsmooth equations in [1]. At the kth step, they approximate F by a smooth function f;

such that F= f,4g.,where
| gi | =sup{ | g || :zER}<e || F(z» I

%
e

and o€ (0,1) is a fixed constant. Such a decomposmon is called a normal decomposmon of .

Y ©

F. Their method can be described as fOllOWQ

Let

8(x) =%F(I)TF(I)

and
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0.(x)=%f.(z)rf.(1)-

The successive approximation method (SAM)

Given p,a€(0,1).an initial vetor z,€ R"and a normal decomposition F=fo+ g, with ||

o <§ || F(zo) || +let 0<a<<1—a. For £>>0:
1 Solve F(z)+fi (2.)d=0 to get d,.
2 Set mn=ztptds, |
where m, is the smallest nonnegative integer m such that

Ozt ds) —0: () < —200™0( 1)
3 H F(zu))=0,stop. If | g || <a ||_F(.u_+1) | swe let fiy;=fiand gsyy=gs Otherwise,we
construct a new normal decomposition

E—_jfl+1+g’A+1 ’

with || geeo | <mint5 I FGaed 1 N -

The most outstanding advantage of the aboye algorithm over existing method is that it
keeps feature of linearization at ea‘ach step such. that the subproblem is a system of linear e-
quations. This feature is not possessed by known globally convergent methods for solving
nonsmooth equations. In the above algorithm they need to compute the value of || g || in &
th step, which is not a easy, espécially for the nonsinooth functions. However, we can easily
compute an upper bound of || g: || to implement. In this paper, our mzin attention is con-
centrated on avoiding computing || gi || - '

We usé fi/ (x1) in the algorithm, wherever a derivative of F at z; is needed. In the

whole paper, we denote || + ||.by |l - |:
2 Method and Global Convei'gence o

For convenience, we also call the following decomb’o'sition of F a normal decomposition.
Definition 1 Let a€ (0,1),8: be a constant: At the £ th step of the iteration methods
described in this section and the next section,we call =
: ) .F=fn+gx
a normal decomposition of F, if f; is smooth and
N g | La| B¢ |
f i | <Bs»
whenever F(x;)70.

Our method can be described as follows:
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The modified successive approximation method (MSAM)
Given p,a,d € (0,1), an initial vector %o € R* and a normal decomposition F=fo+g°if,

witn : : oY .
el <=7 I FGa Il

let 0<o<{1—a. For £20.
1 Solve F(x)+f (xi)d=0 to get d,.
2 Set I‘+1=IA+P"‘dAy

where m, is the smallest nonnegative integer m suvh that
O (zit07d) — 0, (x) < — 20070 ().
3 I Flraien=0, stop. If || @a(zus) | <all F(xsiD) ||+ we let firy=fi and gasr=gu-
Otherwise, let B4y =358, we construct a new normal decompositipon ‘;
F=funa+gi

with

I i () | <5 I FCrad I

. - . ‘ ! i [l <Busa-
‘Assump‘tion'l The level set _
. b= {2 € R*:0(r)< A +a)0(x))
.is Boun_ded. -
Assumption 2 f,' (x,) are nonsingular for all &. »
Lemma 1 Suppose that F(2:)70 and F= f;+ giis a normal decomposition of F. Then;?f{
there exists a scalar £, € (0,1] such that for all t€ (0,241 / _:;;
OuCrat 1) — 0 (2) < —2010(z)). (é
Proof Notice 8,/ (z.)=f (z)"fi(x) and f! (z)di=—F(z). We have .;

04,(7TA.+tdA’) “01(15)_f%(f1 (x; +tdA)Tfl (xyt-td) _fA(IA)TfA (x))

C—tdl fit ()T Filx) Fo(t) :

=tF(z)TF () +tF (27 g (x) +ole). :

Since 0<{1—a, there exists £,€ (0,1] such that for all £€ (0,27, (3) holds. -
Lemma 1 indicates that the SAM is well-defined under Assumption 2. ;
Theorem 1 Suppose that Assumption 1 and 2 hold. Then the SAM is well-defined .“‘~,

for all %, o
24€ Ds. : RE)Y - |

ar
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Let {x:) be a sequence produced by the SAM. If furthermore for an accumulation point x* of
{ma}  Ji (x°) is nonsingular for large K, then -
HmF (2)=0 4
mon
and
F()=0
for all accumulation points of {x.}.
Proof Without loss of generality, we may assume that F is not smooth. Hence || g i
>0 for any k. . | ‘ , |
By l.ernma 1, the SAM is well-defined. We now prove (3). Without loss of generality,
we assume that F (1,070 for all k. Let K={0}U{k: l go 1 () Il = || F(x) || }. Assume
that K consists of k,=0<k,<k,< --- Let % be an arbitrary nonegative integer. Let &, be the
Jargest number in K such that k;<<k. Then
H=Tys  a=g,
and
I Fx) | = | e +ga@o | — || fi,(zd+e (x|l
<H o B+ g | < fulay | 48,
= Py =g (o) | +8,< I P |+ 1 g ) I+,
<N F) | +26,

1f j==0, then || F(x) | < || F(z,) u +a | F(zo) | » since || & |l E-g— | Fz) |-

I j=1, then

” F(Il) “ g " F(Ill.) ” +2ﬂlj<%_ " gkj—x(lll) ” +23ﬁll_—-1

<Eizp < Ereemp,

= (L4258 | Flz) | SQ+08 ™ | Flao) |- (5)

In both cases it follows that §(x)<<(1+a)*0(x,). This implies that (3) holds.

We now prove the second part of the theorem. If K is,ir‘lfinite, then for any k20, there
exists k;CK being the ]argesi number in K such that ki<k and (5) holds. The limit in the
right-hand side of (5) is zero. This proves (4).

Hence. to prove (4), it suffices to prove that K~ is infinite. Suppose X is finite and as-
sume >k for all k€ K. Then || g;_;(.t;) | <a ”YF;(I.) [ for all £22k. Hence for all 4>k,

/ O f=fi = (6)
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N N . . " )
and

0(1‘)__ I |t ’> || gi-1 || 2=e>0. TN

Suppose that K, is a subsequence of {0,1,} such that {zi:£#€ K,} converges to z*. By

(6) and the condition of this theorem, fi' (z°) is nonsingular. Since limxy=x" and f/
. -

reK,

( +) is a continuous function, { | fi! (z)™" || :kCK,} is uniformly bounded. Therefdre.

there exists L>>0 such that || di [| = || £’ (z) " 'F(x) | <L for all k>, kEKa Since 0;

(+ ) is continuous, we have 8>>0 such that for all = satlsfymg | x—2 || <3,

167 () —0) ()] <12 —
Since_ygx.=x' »we have £>£ such that for.all E>k, kEK,, -
IGKo
)
” rn—rx° | <—2"
Let £* € (0,1) be such that
)
t L{ 2"

By (9) and (10), for all >k, € Ky, t€ (042" ] and 7€ (0,1), we have
| rtpdi—zt | <8,
Now by (8 and (11, for all £>E,k€ K, and 1€ (0.¢ *1. we have
16 Crat2d) — B3 () — 28 ()|
<ol [ 160 G+ ma ~ 6 ) ldy
<t(1—o—a)dé. L '
Therefore, for all 22>k, k€ K,and € (0,2 ],
O xatd) — 6, ()
<ediO¢ (") Ft(1—o—a)é
<edT0 O+l de I 16 (2 )~ () [+e(1—o—a)é

1—o—a-

L +t(1"0’ a)e

<Ltdi 6 () +¢L

=tdi fi' (x) fo(.n)-i—Zt(l—a a)e

= —1F(x) Tf;(;;)+2t(}—dfq?¢
~2r0(_r.)+tF(I‘_)TgL(I.)—ijZ(kl—afa)é
<—200Cx)+e | FCa) || | g | +20(1—0—a0(x)
<— 20002) +2af )+ 26 (1 —a— )0

‘1
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=—2tol(z:).

This implies that for all E=k, k€ K,, we have pm™ 122", L. e.,

ozzptt. 13
By (7). (13) and the construction of our algorithm, for all k=R EEK,,

Os(xae ) — 0 (z) < — 20p™0(2) K —2pt* 06<0.
However, by (6) and the construction of our algorithm, 6 (x,) is nonincreasing for £>>4.
This implies 6;(z;)——oc as k tends to infinity. This contradicts the facts that 8;(x,) =0 for
all &. Hence, K cannot be finite. This proves (4). The final conclusion of this theorem sim-

ply follows (4) and the continuity of F.
3 Some Discussions

The approximate {unction fj can be constructed via convolution (see[1]) for nonsmooth
equations arising from the variational inequality problem, the maximal monotone operator
problem, the nonlinear complementarity problem and nonsmooth partial differential equa-
tions. There are already several superlinearly convergent methods [7—8,12—14] and a su-
perlinear convergence theory [9—10] for solving nonsmooth equations. One may construct a
hybrid globally and superlinearly convergent algorithm by the new algorithm and a known
superlinearly convergent algorithm with the methodology proposed in [10]. We do not go in-
to details for such a construction.

The authers are grateful to our supervisor professor Jiye Han for his constant helpfulness and guidance.

The sccond author is indebted to professor Liqun Qi for his valuble suggestions on this subject.
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