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Abstract. In this paper we discuss second-order properties of the Moreau-Yosida regularizationF of a piece-
wise twice continuously differentiable convex functionf . We introduce a new constraint qualification in order
to prove that the gradient ofF is piecewise continuously differentiable. In addition, we discuss conditions,
depending on the Hessians of the pieces, that guarantee positive definiteness of the generalized Jacobians of
the gradient ofF.
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1. Introduction

Consider the following minimization problem:

min f(x), (1)

where f is a finite-valued convex function defined on<n.
Throughout this paper, we use‖ · ‖ to denote the Euclidean norm on<n. Let M be

a symmetric positive definiten× n matrix. For anyx ∈ <n, let

‖x‖2M = xT Mx.

We letF be the Moreau [8]-Yosida [18] regularization off , associated withM, defined
by

F(u) = min
x∈<n
{ f(x)+ 1

2
‖x− u‖2M} for u ∈ <n. (2)

It is well known thatF is a continuously differentiable convex function defined on all
of <n even thoughf may be nondifferentiable. The gradient ofF atu is

G(u) ≡ ∇F(u) = M(u − p(u)) ∈ ∂ f(p(u)),
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wherep(u) is the unique solution of (2) and∂ f is the subdifferential mapping off [14].
Here, p(u) is called the proximal point ofu. Furthermore,G is globally Lipschitz
continuous with modulus‖M‖ and the set of minimizers of (1) is exactly the set of
minimizers of

min F(x). (3)

See [5] for basic properties ofF.
Recently, several authors have considered second-orderproperties ofF, for example,

see [4,5,12,15]. In the original version of [12], Qi conjectured thatG is semismooth
under a regularity condition iff is the maximum of several twice continuously diffe-
rentiable convex functions. In [16], Sun and Han gave a proof of this conjecture under
a constant rank constraint qualification for the case whereM = (1/λ)I andλ is a po-
sitive constant. In this paper we will consider the case wheref is piecewiseC2 in the
sense that for eachx ∈ <n

f(x) ∈ { f j (x) : j ∈ J}, (4)

J = {1, ..., |J|} is a finite index set and for eachj ∈ J, f j is a twice continuously
differentiable function. Such a function is a generalization of a maximum of convex
C2 functions. To see this, letf : < → < be defined by

f(x) =
 f1(x) if x ≥ 2,

f2(x) if 0 ≤ x ≤ 2,
f3(x) if x ≤ 0,

where f1(x) = x2 − x, f2(x) = x and f3(x) = −x3. Then f is of the form (4) with
J = {1,2,3} and f is convex, but not differentiable at the solution pointx = 0. It is
clear that f3(x) is not convex whenx > 0, and f(x) < max{ f1(x), f2(x), f3(x)} when
x < 0. Under the so called affine independence preserving constraint qualification given
below in Section 2, we prove that aboutu there is an open neighborhoodN(u) such
thatG is piecewise smooth onN(u) [6,10,17], i.e., there exist a family of finitely many
continuously differentiable vector-valued functionsG1, ...,Gk defined onN(u) such
that for anyv ∈ N(u),

G(v) ∈ {G1(v), ...,Gk(v)}.
Our constraint qualification is weaker than the constant rank constraint qualification
used in [16]. It was proved in Qi [12] that all of the generalized Jacobians ofG are
positive definite atu if and only only if f is strongly convex aboutp(u). Here we
will discuss conditions depending on the Hessians of thef j ’s which imply this positive
definiteness result. To accomplish this we give an expression, as in [7], for a generalized
Jacobian ofp which depends on a basis matrix for a certain subspace and on a convex
combination of∇2 f j for j in a subset ofJ.
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2. Constraint qualifications

Let
J(x) = { j ∈ J : f j (x) = f(x)}.

Definition 1. Affine Independence Constraint Qualification (AICQ): The affine inde-
pendence qualification is said to hold atx if the vectors{(∇ f j (x)

1

)
: j ∈ J(x)

}
are linearly independent.

Definition 2. [3] Constant Rank Constraint Qualification (CRCQ): The constant rank
constraint qualification is said to hold atx if there exists a neighbourhoodV of x such
that for every subsetK ⊆ J(x), the family of the vectors{(∇ f j (z)

1

)
: j ∈ K

}
has the same rank (which depends onK ) for all vectorsz ∈ V.

Definition 3. Affine Independence Preserving Constraint Qualification (AIPCQ): The
affine independence preserving constraint qualification is said to hold atx if for every
subsetK ⊆ J(x) for which there exists a sequence{xk} with {xk} → x, K ⊆ J(xk) and
the vectors {(∇ f j (xk)

1

)
: j ∈ K

}
being linearly independent, it follows that the vectors{(∇ f j (x)

1

)
: j ∈ K

}
are linearly independent.

From the above definitions it can be shown that AICQ implies CRCQ and CRCQ
implies AIPCQ, but not vice versa. In fact it is easy to give an example to show that the
CRCQ holds, but AICQ does not hold. For an example where AIPCQ holds, but CRCQ
does not hold, letf : < → < be defined by

f(x) = max{ f1(x), f2(x)},
where fi (x) = ix2 for i = 1,2. Note that,J(0) = {1,2}, and for anyy 6= 0, J(y) = {2}.
So, clearly, AIPCQ holds atx = 0. However,(∇ f1(0),1) and(∇ f2(0),1) are linearly
dependent, and for anyy 6= 0, (∇ f1(y),1) and(∇ f2(y),1) are linearly independent,
so the CRCQ does not hold atx = 0. So even for this simple maximum function, the
fact that∇F is piecewise smooth does not follow from the result of Sun and Han [16].
However,F is actually twice continuously differentiable.

Throughout this paper we will use clS, int S and convS to denote the closure,
interior and convex hull of a setS, respectively. For any locally Lipschitz continuous
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function H : <n → <m, we denote the generalized Jacobian ofH by ∂H as defined
in [1]. ∂H(x) is the convex hull of∂BH(x), where as in [11],

∂BH(x) = {lim ∇H(xk) : {xk} → x andH is differentiable atxk}.
If m= 1 andH is convex,∂H is the subdifferential ofH .

For eachj ∈ J let
Dj ≡ {y ∈ <n : j ∈ J(y)}.

By definition, f is finite-valued everywhere. Sincef is convex, f is also continuous.
Hence,Dj is closed for eachj . Let

D̃ j ≡ cl int Dj .

Then
D̃ j ⊆ Dj .

For anyx ∈ <n, let
I(x) = { j ∈ J : x ∈ D̃ j }.

Then, we haveI(x) ⊆ J(x). But equality does not hold in some cases. For the above
two-piece example,I(0) = {2} ⊂ {1,2} = J(0).

Lemma 1. [10] If each f j for j ∈ J is continuously differentiable, then

∂B f(x) = {∇ f j (x) : j ∈ I(x)}.
Then, sinceI(x) ⊆ J(x), we have

∂ f(x) = conv{∇ f j (x) : j ∈ I(x)} ⊆ conv{∇ f j (x) : j ∈ J(x)}. (5)

The latter set can be regarded as an overestimation of∂ f(x), because, in general,I(x)
may not equalJ(x). In fact, the example in the introduction has∂ f(0) = [0,1] 6=
[−1,1] = conv{∇ f j (0) : j ∈ J(0) = {1,2,3}}.
Lemma 2. If f is a convex function and eachf j for j ∈ J is twice continuously
differentiable, then all the matrices∇2 f j (x) for j ∈ I(x) are positive semidefinite.

Proof. Since∪ j∈J D j = <n and J is finite,∪ j∈J int Dj is a dense, open subset of<n.
Note that

∪ j∈J D̃ j = <n.

So, for anyx ∈ <n, I(x) is nonempty. Supposej ∈ I(x). Thenx ∈ D̃ j . Let Nj be an
arbitrary open ball contained in intDj . Then we have

f(y) = f j (y) for y ∈ Nj . (6)

The convexity of f and (6) imply that f j is convex onNj , so∇2 f j (y) is positive
semidefinite for anyy ∈ Nj . This means that∇2 f j (y) is positive definite for anyy in
int Dj . Sincex ∈ D̃ j , it follows that∇2 f j (x) is positive semidefinite.

ut
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LetM(u) denote the set of multiplier vectorsα(u) such that
G(u) = M(u− p(u)) =

∑
j∈J(p(u))

α j (u)∇ f j (p(u)),

α j (u) ≥ 0 for j ∈ J(p(u)) and
∑

j∈J(p(u))

α j (u) = 1.
(7)

The nonemptiness ofM(u) follows from (2), the definitions ofp(u) and G(u) and
Lemma 1.

For a nonnegative vectord ∈ <|J|, we let supp(d), called the support ofd, be the
subset ofJ consisting of all the indicesi for which di > 0. DefineB(u) as a family of
subsets ofJ(p(u)) as follows:K ∈ B(u) if and only if supp(α(u)) ⊆ K ⊆ J(p(u)) for
someα(u) ∈M(u) and the vectors{(∇ f j (p(u))

1

)
: j ∈ K

}
are linearly independent. This familyB(u) is nonempty, becauseM(u) has an extreme
point which easily yields a desired index setK with the stated properties. ForK ∈ B(u)
let αK (u) be the corresponding|K |-dimensional subvector ofα(u) obtained by dele-
ting from α(u) elementsα j (u) for j ∈ J(p(u))\K . Due to the linear independence
assumptionαK (u) is uniquely determined by

αK (u) =

∇ fK (p(u))

eK

T ∇ fK (p(u))

eK



−1∇ fK (p(u))

eK

T G(u)

1

 (8)

where∇ fK (p(u)) is ann× |K | matrix with columns∇ f j (p(u)) for j ∈ K andeK is
a |K |-dimensional row vector of ones. Note that it is possible thatα j (u) = 0, for some,
but not all, j ∈ K .

The following lemma is similar to a result of [10] for normal maps.

Lemma 3. Suppose that eachf j for j ∈ J is a continuously differentiable function
and the affine independence preserving constraint qualification holds at the proxi-
mal point p(u). Then aboutu there exists an open neighbourhoodN(u) such that
B(v) ⊆ B(u) for all v ∈ N(u).

Proof. If the conclusion of this lemma does not hold, then there exists a sequence{uk}
converging tou such that for allk, there is an index setKk ∈ B(uk)\B(u). Since there
are only finitely many such index sets, by taking a subsequence if necessary, we may
assume that these index setsKk are the same for allk. By letting K be this common
index set, we have that for eachk the vectors{(∇ f j (p(uk))

1

)
: j ∈ K

}
(9)
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are linearly independent and there existsα(uk) ∈M(uk) such that supp(α(uk))⊆ K ⊆
J(p(uk)), but K /∈ B(u). ClearlyK ⊆ J(p(u)). By AIPCQ, the vectors{(∇ f j (p(u))

1

)
: j ∈ K

}
must be linearly independent. So the only way forK /∈ B(u) is that there does not exist
α(u) ∈M(u) such that supp(α(u)) ⊆ K . Since{αK (uk)} is bounded (0≤ α j (uk) ≤ 1,
j ∈ K ), it produces at least one accumulation point, say,α′K (u). Defineα(u) by

αi (u) =
{
α′i (u) if i ∈ K,
0 if i ∈ J(p(u))\K.

Clearly,α(u) ∈M(u) and supp(α(u)) ⊆ K . This is a contradiction.
ut

3. The piecewise smoothness of G

In this section we will discuss the piecewise smoothness ofG atu under the assumption
that the affine independence preserving constraint qualification holds atp(u).

From Lemma 3 we know that there exists a neighbourhood ofu, denoted byN1(u),
such that

B(v) ⊆ B(u), ∀v ∈ N1(u). (10)

For everyv ∈ <n, from Lemma 1 and the definition ofB(v) we know that there exists
K ∈ B(v) such thatK ⊆ I(p(v)). Define

B′(v) = {K : K ∈ B(v) andK ⊆ I(p(v))}.

Forv close tou, I(p(v)) ⊆ I(p(u)), so from (10) we know that there exists a neighbour-
hood ofu, denoted byN2(u), such that

B′(v) ⊆ B′(u), ∀v ∈ N2(u). (11)

In the following discussion we set up certain definitions in order to obtain relevant
consequences of the Implicit Function Theorem under the assumptions of Lemmas 2
and 3.

SupposeK ∈ B′(u). Choose somei ∈ K and let

K̄ = K\{i }

with K̄ being empty if|K | = 1. Also, letαK̄ (u) be the (possibly vacuous) subvector of
αK (u) obtained by deletingαi (u) fromαK (u). Relative to these definitions consider the
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following vector function and corresponding system of equations

H K(x,q, v)

:=


(

f j (x)− fi (x)
)

j∈K̄

M−1(
∑
j∈K̄

qj∇ f j (x)+ (1−
∑
j∈K̄

qj )∇ fi (x))+ x− v

 = 0,
(12)

wherev ∈ <n is a parameter vector and(x,q) ∈ <n×<|K̄ | are vectors of variables with
q vacuous if|K | = 1. If we setx0 = p(u), q0 = αK̄ (u), andv0 = u, then, by (7) and
the definition ofJ(p(u)), we have

H K (x0,q0, v0) = 0.

The matrix of partial derivatives ofH K(x,q, v) with respect to(x,q) is

AK (x,q) := ∂(x,q)H K(x,q, v) =
∇ f̄ K̄ (x)

T
0

BK (x,q) M−1∇ f̄ K̄ (x)

 , (13a)

where for j ∈ K̄ , ∇ f̄ j (x) := ∇ f j (x)− ∇ fi (x) is the j -th column of∇ f̄ K̄ (x) and

BK (x,q) = I + M−1(
∑
j∈K̄

qj∇2 f j (x)+ (1−
∑
j∈K̄

qj )∇2 fi (x)). (13b)

If |K | = 1 thenq is vacuous, the top|K̄ | rows of (12) are vacuous and the summations
over K̄ in (12) and (13b) are vacuous, so that

AK (x,q) = BK (x,q) = I + M−1∇2 fi (x) with K = {i }.
Lemma 4. Suppose that eachf j for j ∈ J is twice continuously differentiable,f is
convex, and the affine independence preserving constraint qualification holds at the
proximal pointp(u). Then for eachK ∈ B′(u), there exist an open neighbourhoodU K

of v0(= u) and an open neighbourhoodWK of (x0,q0) such that whenv ∈ cl U K ,
the equationsH K (x,q, v) = 0 have a unique solution(xK (v),qK (v)) ∈ cl WK where
qK (v) is vacuous if|K | = 1. Moreover,(xK (v),qK (v)) is continuously differentiable
onU K and

∂(x,q)H K (xK (v),qK (v), v)

(∇xK (v)

∇qK (v)

)
= −∂vH K (xK (v),qK (v), v) ,

i.e.,

AK (xK (v),qK (v))

(∇xK (v)

∇qK (v)

)
= −

(
0
−I

)
. (14)
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Proof. We consider the case where|K | > 1 as the case where|K | = 1 is similar, but
simpler, sinceαi (u) = 1 andq is vacuous when̄K is empty.

From Lemma 2 and the fact thatq0 = αK̄ (u) ≥ 0 and 1−∑ j∈K̄ q0
j = αi (u) ≥ 0,

there exists a neighbourhood of(x0,q0, v0), denoted byNK (x0,q0, v0), such that
BK (x,q) is a positive definite matrix when(x,q, v) ∈ NK (x0,q0, v0). Since K ∈
B′(u) ⊆ B(u), the vectors {(∇ f j (x0)

1

)
: j ∈ K

}
are linearly independent and, by continuity, there exists a neighbourhood of(x0,q0, v0)

(which we also denote byNK (x0,q0, v0)) such that the vectors{(∇ f j (x)
1

)
: j ∈ K

}
(15)

are linearly independent when(x,q, v) ∈ NK (x0,q0, v0). Since the vectors in (15) are
linearly independent, it follows that the vectors

{∇ f̄ j (x) : j ∈ K̄} (16)

are linearly independent. Thus,AK(x,q) is nonsingular when(x,q, v) ∈ NK (x0,q0, v0),
and the desired results follow from the Implicit Function Theorem [9].

ut
For K ∈ B′(u) andxK : Uk→<n as defined in Lemma 4, defineGK : U K →<n

by

GK (v) = M(v − xK (v)) for v ∈ U K . (17)

ThenGK (v) is continuously differentiable onU K . So far, we have obtained a family of
finitely many continuously differentiable functions:

GK : U K → <n, K ∈ B′(u).
Remark 1.If K is in the less restrictive setB(u) similar corresponding functionsxK (v)

and GK (v) can be shown to exist provided∇2 f j (p(u)) is positive semidefinite for
each j ∈ J(p(u))\I(p(u)). This extra condition is required to imply thatBK (x0,q0) is
positive definite whenK ∈ B(u) ⊇ B′(u), because Lemma 2 only covers the indices in
I(p(u)).

The following theorem on the piecewise smoothness ofG is the main result of this
section.

Theorem 1. Suppose that eachf j for j ∈ J is twice continuously differentiable,f is
convex, and the affine independence preserving constraint qualification holds at the
proximal point p(u). Then aboutu there exists an open neighbourhoodN(u) such
that G, the gradient function of the Moreau-Yosida regularization off , satisfies

G(v) ∈ {GK (v) : K ∈ B′(u)}, v ∈ N(u),

i.e.,G is piecewise smooth onN(u).
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Proof. By (7) and (11), for anyv ∈ N2(u), there existsK ∈ B′(v) ⊆ B′(u) such that
G(v) = M(v − p(v)) =

∑
j∈K

α j (v)∇ f j (p(v)),

∑
j∈K

α j (v) = 1

and for all j ∈ K we have
f(p(v)) = f j (p(v)).

Let N(u) ⊆ {∩K∈B′(u)U K }∩N2(u) be an open neighbourhood ofv0(= u) such that
for anyv ∈ N(u) andK ∈ B′(v)

(p(v), αK̄ (v)) ∈ cl WK (18)

whereαK̄ (v) is vacuous if|K |=1. Relation (18) can be satisfied due to the facts that as
v→ u

p(v)→ p(u) and αK (v)→ αK (u)

whereαK (·) is defined by (8).
For K ∈ B′(u), let VK (u) = {v ∈ N(u) : K ∈ B′(v)}. Then

N(u) = ∪K∈B′(u)VK (u). (19)

So, for anyv ∈ N(u) there existsK ∈ B′(u) such thatv ∈ VK (u). But in this case we
know that

H K (p(v), αK̄ (v), v) = 0 (20)

and
(p(v), αK̄ (v)) ∈ cl WK ,

so, it follows that

(p(v), αK̄ (v)) = (xK (v),qK (v)) (21)

from the uniqueness of the solution in clWK of the equationsH K(x,q, v) = 0 for
v ∈ VK (u) ⊆ cl U K . So, by (17), forv ∈ VK (u)

G(v) = M(v − p(v))

= M(v − xK (v))

= GK (v).

This means that for anyv ∈ N(u), there exists at least one continuously differentiable
functionGK : U K ⊇ N(u)→<n such that

G(v) = GK (v).

This shows that in a neighbourhood ofu, G is piecewise smooth, and completes the
proof.

ut
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When eachf j for j ∈ J is an affine function, AIPCQ holds automatically, so we
have the following:

Corollary 1. Suppose that the functionsf j for j ∈ J are affine andf is convex. ThenG,
the gradient function of the Moreau-Yosida regularization off , is a piecewise affine
function on the whole space<n.

Proof. Since in this case the AIPCQ holds everywhere,AK (x,q) is independent ofx
andq, and there are only finitely many choices forK from B(v), v ∈ <n, it follows
from (13a), (13b), (14) and (17) thatG is a piecewise affine function on the whole
space<n.

ut
Corollary 2. Suppose that eachf j for j ∈ J is twice continuously differentiable,f is
convex, and the affine independence preserving constraint qualification holds at the
proximal point p(u). If B′(u) contains only one index set (in particular, the AICQ
holds atp(u), and for allα(u) ∈M(u), α j (u) > 0, for each j ∈ I(p(u))), thenG is
continuously differentiable in a neighbourhood ofu.

Corollary 2 may be regarded as a generalization of the result obtained in [7] where
f is the maximum of twoC2 convex functionsf1 and f2 with the assumptions that
α1(u), α2(u) > 0 and∇ f1(p(u)) 6= ∇ f2(p(u)).

4. Conditions for positive definiteness

From Theorem 1 we know that if eachf j for j ∈ J is twice continuously differentiable,
f is convex, and the affine independence preserving constraint qualification holds at the
proximal pointp(u), then aboutu there exist an open neighbourhoodN(u) and a family
of finitely many continuously differentiable functionsGK , K ∈ B′(u) defined onN(u)
such that for eachv ∈ N(u)

G(v) ∈ {GK (v) : K ∈ B′(u)}.
Hence,G is also semismooth atu [13]. Recall that given an initial pointu0, an approxi-
mate Newton method for solving a nonsmooth equationG(u) = 0 is:

uk+1 = uk − V−1
k G̃(uk), k = 0,1, ...,

whereVk is an approximation of an element in∂G(uk) (or ∂BG(uk)) andG̃(uk) is an
approximation ofG(uk). In order to obtain superlinear (quadratic) convergence of the
approximate Newton method for minimizingF, as in [11] and [2], we need all the
matrices in∂G (or ∂BG) to be positive definite. It was proved in [12] that all such
matrices are positive definite if and only iff is strongly convex on a ball aboutp(u).
Here we give conditions depending on the Hessians of the functionsf j for j ∈ J, that
guarantee that the elements of the generalized Jacobian ofG are positive definite. In
order to do this let

D(u) = {∇GK (u) : K ∈ B(u)}. (22)
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and

D′(u) = {∇GK (u) : K ∈ B′(u)}. (23)

Theorem 2. Suppose that eachf j for j ∈ J is twice continuously differentiable,f is
convex, and the affine independence preserving constraint qualification holds at the
proximal point p(u). If for each K ∈ B′(u), CK (u) := ∑

j∈K α j (u)∇2 f j (p(u)) is
positive definite on the subspace

LK (u) := {d : ∇ f̄ j (p(u))
Td = 0, j ∈ K̄},

whereK̄ = K\{i } for somei ∈ K and LK (u) = <n if |K | = 1, then allV ∈ D′(u) are
positive definite. As a consequence, all matricesV ∈ ∂G(u) are positive definite.

Proof. SinceG is piecewise smooth in a neighbourhood ofu, we can easily show that

∂G(u) ⊆ conv D′(u). (24)

So we only need to prove that all matricesV ∈ D′(u) are positive definite. For each
V ∈ D′(u), there existsK ∈ B′(u) such thatV = ∇GK (u). From (17), we know that

V = ∇GK (u)

= M(I −∇xK (u)). (25)

Let V be the (possibly vacuous) matrix with linearly independent columns∇ f̄ j (p(u))
for j ∈ K̄ . LetU be a matrix with linearly independent columns spanning the subspace
LK (u). Then

VTU = 0. (26)

We will useBK andCK to representBK (xK (u),qK (u)) andCK (u), respectively. From
(13a), (13b) and (16) we have VT 0

BK M−1V

∇xK (u)

∇qK (u)

 =
0

I

 ,
i.e.,

VT∇xK (u) = 0 (27)

and

BK∇xK (u)+ M−1V∇qK (u) = I. (28)

Now, by the<n spanning property ofU andV, ∇xK (u) can be decomposed into

∇xK (u) = U∇xK
U (u)+ V∇xK

V (u),
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where∇xK
U (u) is an(n−|K̄ |)×n matrix and∇xK

V (u) is a|K̄ | ×n matrix. Multiplying
this expression on the left byVT and using (26) and (27) gives

0= VTV∇xK
V (u),

which implies

∇xK
V (u) = 0.

So,

∇xK (u) = U∇xK
U (u). (29)

Multiplying (28) on the left byM and using the definition ofBK in (13b), gives

(M +CK )∇xK (u)+ V∇qK (u) = M.

Multiplying this expression on the left byUT and using (26) and (29) gives

UT(M +CK )U∇xK
U (u)+ 0= UT M.

Therefore,

∇xK (u) = U∇xK
U (u) = U

(
UT(M +CK )U

)−1
UT M. (30)

From Lemma 1 of [7], the positive definiteness ofCK implies that∇xK (u) has all of
its eigenvalues in the interval[0,1). So the positive definiteness ofV follows easily
from (25). ut

In practice,I(p(u)) may not be known. So next, in view of Remark 1, we consider
a stronger condition, depending onK ∈ B(u) ⊇ B′(u), that guarantees the nonsingula-
rity of ∂G(u) without assuming knowledge ofI(p(u)).

Corollary 3. Suppose that eachf j for j ∈ J is twice continuously differentiable,
f is convex, and the affine independence preserving constraint qualification holds at
the proximal pointp(u). If all matrices∇2 f j (p(u)) for j ∈ J(p(u)) are positive
semidefinite, and for eachK ∈ B(u), CK (u) := ∑

j∈K α j (u)∇2 f j (p(u)) is positive
definite on the subspace

LK (u) := {d : ∇ f̄ j
T
(p(u))d = 0, j ∈ K̄ },

whereK̄ = K\{i } for somei ∈ K and LK (u) = <n if |K | = 1, then allV ∈ D(u) are
positive definite. As a consequence, allV ∈ ∂G(u) are positive definite.
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5. Conclusions

In this paper we have discussed second-order properties of the Moreau-Yosida regula-
rization of a piecewiseC2 convex function. This function is of a special form, but it
is useful for gaining insight into what is needed for attempting to design better than
linearly convergent algorithms for minimizingf based on approximate Newton and
quasi-Newton methods for minimizingF. We believe that the results given here can
lead to a deeper understanding of the Moreau-Yosida regularization of a general convex
function.
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