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Let X ∈ ℜm×n admit the following singular value decomposition:

X = U [Σ(X) 0]V
T

= U [Σ(X) 0]
[

V 1 V 2

]T
= UΣ(X)V

T
1 , (1)

where U ∈ Om, V ∈ On and V 1 ∈ ℜn×m, V 2 ∈ ℜn×(n−m) and
V =

[

V 1 V 2

]

. The set of such matrices (U, V ) in the singular value
decomposition (1) is denoted by Om,n(X), i.e.,

Om,n(X) := {(U, V ) ∈ ℜm×m ×ℜn×n |X = U [Σ(X) 0]V T } .
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Define the index sets a, b and c by

a := {i |σi(X) > 0}, b := {i |σi(X) = 0} and c := {m+ 1, . . . , n} .
(2)

Let µ1 > µ2 > . . . > µr > 0 be the nonzero distinct singular values of X.
Then, let

ak := {i |σi(X) = µk}, k = 1, . . . , r . (3)
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For any positive constant ε > 0, denote the closed convex cone Dε
n by

Dε
n := {(t, x) ∈ ℜ× ℜn | ε−1t ≥ xi, i = 1, . . . , n} . (4)

Let ΠDε
n
(·) be the metric projector over Dε

n under the Euclidean inner product
in ℜn. That is, for any (t, x) ∈ ℜ × ℜn, ΠDε

n
(t, x) is the unique optimal

solution to the following convex optimization problem

min
1

2

(

(τ − t)2 + ‖y − x‖2
)

s.t. ε−1τ ≥ yi, i = 1, . . . , n .
(5)

The we have the following useful result about ΠDε
n
(·, ·).
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For any x ∈ ℜn, let x↓ be the vector of components of x being arranged in
the non-increasing order x↓1 ≥ . . . ≥ x↓n. Let sgn(x) be the sign vector of x,
i.e., (sgn)i(x) = 1 if xi ≥ 0 and −1 otherwise. We use “ ◦ ” to denote the
Hadamard product operation either for two vectors or two matrices of the
same dimensions.

Proposition 1. Assume that ε > 0 and (t, x) ∈ ℜ×ℜn are given. Let π be a

permutation of {1, . . . , n} such that x↓ = xπ, i.e., x↓i = xπ(i), i = 1, . . . , n

and π−1 the inverse of π. For convenience, write x↓0 = +∞ and x↓n+1 = −∞.
Let κ̄ be the smallest integer k ∈ {0, 1, . . . , n} such that

x↓k+1 ≤
(

k
∑

j=1

x↓j + εt
)

/(k + ε2) < x↓k . (6)
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Define ȳ ∈ ℜn and τ̄ ∈ ℜ+, respectively, by

ȳi :=











(

κ̄
∑

j=1

x↓j + εt
)

/(κ̄+ ε2) if 1 ≤ i ≤ κ̄ ,

x↓i otherwise

and

τ̄ := εȳ1 = ε
(

k̄
∑

j=1

x↓j + εt
)

/(k̄ + ε2) .

The metric projection ΠDε
n
(t, x) is computed by ΠDε

n
(t, x) = (τ̄ , ȳπ−1).



July 25, 2010, Beijing University of Technology, Beijing NUS/SUN – 7 / 24

For any positive constant ε > 0, denote the closed convex cone Cε
n by

Cε
n := {(t, x) ∈ ℜ× ℜn | ε−1t ≥ ‖x‖∞} . (7)

Let ΠCε
n
(·, ·) be the metric projector over Cε

n under the Euclidean inner
product in ℜn. That is, for any (t, x) ∈ ℜ × ℜn, ΠCε

n
(t, x) is the unique

optimal solution to the following convex optimization problem

min
1

2

(

(τ − t)2 + ‖y − x‖2
)

s.t. ε−1τ ≥ ‖y‖∞ .
(8)

In the following discussions, we frequently drop n from Cε
n when its size can

be found from the context.
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Assume that ε > 0 and (t, x) ∈ ℜ × ℜn are given. Let π be a permutation of

{1, . . . , n} such that |x|↓ = |x|π, i.e., |x|↓i = |x|π(i), i = 1, . . . , n and π−1 be

the inverse of π. Let |x|↓0 = +∞ and |x|↓n+1 = 0. Let s0 = 0 and

sk =
∑k

i=1 |x|
↓
i , k = 1, . . . , n+ 1. Let k be the smallest integer

k ∈ {0, 1, . . . , n} such that

|x|↓k+1 ≤ (sk + εt)/(k + ε2) < |x|↓k (9)

or k = n+ 1 if such an integer does not exist. Denote

θε(t, x) := (sk + εt)/(k + ε2) . (10)
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Let α, β and γ be the index sets of |x|↓ as

α := {i | |x|↓i > θε(t, x)}, β := {i | |x|↓i = θε(t, x)} (11)

and
γ := {i | |x|↓i < θε(t, x)} . (12)

Define ȳ ∈ ℜn and τ̄ ∈ ℜ+, respectively, by

ȳi :=

{

max{θε(t, x), 0} if i ∈ α ,

|x|↓i otherwise

and
τ̄ := εmax{θε(t, x), 0} .
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Proposition 2. Assume that ε > 0 and (t, x) ∈ ℜ× ℜn are given.

(i) The metric projection ΠCε(t, x) of (t, x) onto Cε can be computed as
follows

ΠCε(t, x) = (τ̄ , sgn(x) ◦ ȳπ−1) . (13)
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(ii) The mapping ΠCε(·, ·) is piecewise linear. Denote δ :=
√

ε2 + k. For
any (η, h) ∈ ℜ ×ℜn, let

η′ :=

{

δ−1(εη +
∑

i∈π−1(α) sgn(xi)hi) if t ≥ −ε−1‖x‖1 ,

0 otherwise .

Let h′ = sgn(x) ◦ h. Then, the directional derivative of ΠCε(·, ·) at (t, x)
along the direction (η, h) is given by

(η̄, h̄) := Π′
Cε((t, x); (η, h)) , (14)
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with

(

δε−1η̄, (sgn(x) ◦ h̄)π−1(β)

)

=

{

ΠDδ
|β|

(η′, h′
π−1(β)) if t > −ε−1‖x‖1 ,

ΠCδ
|β|

(η′, h′
π−1(β)) otherwise ,

h̄i = η̄, i ∈ π−1(α) and h̄i = hi, i ∈ π−1(γ) .

Note that if β = ∅, let Dδ
|β| := ℜ and Cδ

|β| := ℜ+.

(iii) The mapping ΠCε(·, ·) is differentiable at (t, x) if and only if t > ε||x||∞,

or ε‖x‖∞ > t > −ε−1‖x‖1 but |x|↓
k̄+1

< (sk + εt)/(k̄ + ε2) or

t < −ε−1‖x‖1.
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For any positive constant ε > 0, define the matrix cone Mε
n in Sn as the

epigraph of the convex function ελmax(·), i.e.,

Mε
n := {(t,X) ∈ ℜ × Sn | ε−1t ≥ λmax(X)} . (15)

Proposition 3. Assume that (t,X) ∈ ℜ × Sn is given. Let X have the
eigenvalue decomposition

X = Pdiag(λ(X))P
T
, (16)

where P ∈ On. Let ΠMε
n
(·, ·) be the metric projector over Mε

n under
Frobenius norm in Sn. Then,

ΠMε
n
(t,X) = (t̄, Pdiag(ȳ)P

T
) ∀ (t,X) ∈ ℜ × Sn , (17)

where (t̄, ȳ) = ΠDε
n
(t, λ(X)) ∈ ℜ ×ℜn.
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Theorem 1. Assume that (t,X) ∈ ℜ ×ℜm×n is given. Let X have the
singular value decomposition (1). Let ΠKε(·, ·) be the metric projector over
Kε under Frobenius norm in ℜm×n. For any (t,X) ∈ ℜ× ℜm×n, we have

ΠKε(t,X) =
(

t̄, U [diag(ȳ) 0]V
T
)

, (18)

where
(t̄, ȳ) = ΠCε(t, σ(X)) ∈ ℜ× ℜm .
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Define S : ℜm×m → Sm and T : ℜm×m → ℜm×m as follows

S(Z) :=
1

2
(Z + ZT ) and T (Z) :=

1

2
(Z − ZT ) .

For any given (t,X) ∈ ℜ × ℜm×n, Let X have the singular value
decomposition (1). For convenience, write σ0(X) = +∞ and σn+1(X) = 0.
Let s0 = 0 and sk =

∑k
i=1 σi(X), k = 1, . . . , n+ 1. Let k be the smallest

integer k ∈ {0, 1, . . . , n} such that

σk+1(X) ≤ (sk + εt)/(k + ε2) < σk(X) (19)

or k = n+ 1 if such an integer does not exist.
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Denote by
θ(t, σ(X)) := (sk + εt)/(k + ε2) . (20)

Let α, β and γ be the index sets of σ(X), which are defined by (11) and (12).

Let δ :=
√

1 + k. Define a linear operator ρ : ℜ× ℜm×n → ℜ as follows

ρ(η,H) :=

{

δ−1(Tr(S(U
T
αH(V 1)α)) + η) if t ≥ −‖X‖∗ ,

0 otherwise .
(21)

Denote by
(

g0(t, σ(X)), g(t, σ(X))
)

:= ΠC(t, σ(X)) .



July 25, 2010, Beijing University of Technology, Beijing NUS/SUN – 17 / 24

Define Ω1 ∈ ℜm×m, Ω2 ∈ ℜm×m and Ω3 ∈ ℜm×(n−m) (depend on X) as
follows, for any i, j ∈ {1, . . . ,m},

(Ω1)ij :=







gi(t, σ(X)) − gj(t, σ(X))

σi(X) − σj(X)
if σi(X) 6= σj(X) ,

0 otherwise ,
(22)

(Ω2)ij :=







gi(t, σ(X)) + gj(t, σ(X))

σi(X) + σj(X)
if σi(X) + σj(X) 6= 0 ,

0 otherwise
(23)

and for any i ∈ {1, . . . ,m} and j ∈ {1, . . . , n−m}

(Ω3)ij :=







gi(t, σ(X))

σi(X)
if σi(X) 6= 0 ,

0 if σi(X) = 0 ,
(24)
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Theorem 2. Assume that (t,X) ∈ ℜ ×ℜm×n is given. Let X have the
singular value decomposition (1). Then, the metric projector over the matrix
cone K, ΠK(·, ·) is directionally differentiable at (t,X). For any given
direction (η,H) ∈ ℜ ×ℜm×n, the directional derivative Π′

K((t,X); (η,H)) is
given by

(i) if t > ‖X‖2, then Π′
K((t,X); (η,H)) = (η,H).

(ii) if ‖X‖2 ≥ t > −‖X‖∗, then Π′
K((t,X); (η,H)) = (η,H) with
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η = δ−1ψδ
0(η,H) ,

H = U





δ−1ψδ
0(η,H)Iαα 0 (Ω1)αγ ◦ S(Aαγ)

0 Ψδ(η,H) S(Aβγ)
(Ω1)γα ◦ S(Aγα) S(Aγβ) S(Aγγ)



V
T
1

+U

[

(Ω2)aa ◦ T (Aaa) (Ω2)ab ◦ T (Aab)
(Ω2)ba ◦ T (Aba) T (Abb)

]

V
T
1 + U

[

(Ω3)ac ◦Bac

Bbc

]

V
T
2 ,

where A := U
T
HV 1, B := U

T
HV 2 and

(

ψδ
0(η,H),Ψδ(η,H)

)

∈ ℜ ×ℜ|β|×|β| is given by

(

ψδ
0(η,H),Ψδ(η,H)

)

:= ΠMδ
|β|

(ρ(η,H), S(U
T
βH(V 1)β)) . (25)
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(iii) if t = −‖X‖∗, then Π′
K((t,X); (η,H)) = (η,H) with

η = δ−1ψδ
0(η,H) ,

H = U

[

ηIαα 0
0 Ψδ

1(η,H)

]

V
T
1

+U [Ω2 ◦ T (A)]V
T
1 + U

[

(Ω3)ac ◦Bac

Ψδ
2(η,H)

]

V
T
2

where ψδ
0(η,H) ∈ ℜ, Ψδ

1(η,H) ∈ ℜ|β|×|β| and Ψδ
2(η,H) ∈ ℜ|β|×(n−m)

are given by
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(

ψδ
0(η,H),

[

Ψδ
1(η,H) Ψδ

2(η,H)
] )

:= ΠKδ
|β|,(n−|a|)

(

ρ(η,H),
[

U
T
βHVβ U

T
βHV 2

] )

.

(iv) if t < −‖X‖∗, then

Π′
K((t,X); (η,H)) = (0, 0) .

Moreover, ΠK(·, ·) is strongly B-differentiable at (t,X), i.e., for any
(η,H) ∈ ℜ × ℜm×n and (η,H) → (0, 0), we have

ΠK(t+ η,X +H) − ΠK(t,X) − Π′
K((t,X); (η,H)) = O(‖(η,H)‖2) . (26)
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Theorem 3. The mapping ΠK(·, ·) is F-differentiable at (t,X) ∈ ℜ × ℜm×n

if and only if (t,X) satisfies one of the following conditions:

(i) t > ‖X‖2;

(ii) ‖X‖2 > t > −‖X‖∗ but σk̄(X) < θ(t, σ(X)), where k̄ and θ(t, σ(X))
are given by (9) and (10), respectively;

(iii) t < −‖X‖∗.

Denote δ :=
√

1 + k. Let ρ : ℜ× ℜm×n → ℜ be the linear operator defined
by (21). Then for any (η,H) ∈ ℜ × ℜm×n, Π′

K(t,X)(η,H) = (η̄, H) with
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η = δ−1ρ(η,H)

and

H = U

[

δ−1ρ(η,H)Iαα (Ω1)αγ ◦ S(Aαγ)
(Ω1)γα ◦ S(Aγα) S(Aγγ)

]

V
T
1

+U

[

(Ω2)aa ◦ T (Aaa) (Ω2)ab ◦ T (Aab)
(Ω2)ba ◦ T (Aba) T (Abb)

]

V
T
1 + U

[

(Ω3)ac ◦Bac

Bbc

]

V
T
2 ,

where A := U
T
HV 1 and B := U

T
HV

T
2 .
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Theorem 4. ΠK(·, ·) is strongly G-semismooth at any (t,X) ∈ ℜ× ℜm×n.


