
ar
X

iv
:2

50
6.

11
21

4v
1 

 [
m

at
h.

O
C

] 
 1

2 
Ju

n 
20

25

Complexity of normalized stochastic first-order methods with

momentum under heavy-tailed noise

Chuan He∗ Zhaosong Lu† Defeng Sun‡ Zhanwang Deng§

June 12, 2025

Abstract

In this paper, we propose practical normalized stochastic first-order methods with Polyak momen-

tum, multi-extrapolated momentum, and recursive momentum for solving unconstrained optimization

problems. These methods employ dynamically updated algorithmic parameters and do not require

explicit knowledge of problem-dependent quantities such as the Lipschitz constant or noise bound.

We establish first-order oracle complexity results for finding approximate stochastic stationary points

under heavy-tailed noise and weakly average smoothness conditions—both of which are weaker than

the commonly used bounded variance and mean-squared smoothness assumptions. Our complexity

bounds either improve upon or match the best-known results in the literature. Numerical experiments

are presented to demonstrate the practical effectiveness of the proposed methods.
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1 Introduction

In this paper, we consider the smooth unconstrained optimization problem:

min
x∈Rn

f(x), (1)

where f : Rn → R is continuously differentiable. We assume that problem (1) has at least one optimal

solution. In many emerging applications—particularly in machine learning and related fields—instances

of (1) are often large- or even huge-scale, which poses significant challenges to classical first-order

methods due to the high cost of computing the exact gradient of f . To address this issue, stochastic

first-order methods (SFOMs) have been extensively studied, as they employ stochastic estimators of the

gradient that are typically much cheaper to compute. The goal of this paper is to propose practical
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normalized stochastic first-order methods with momentum for solving problem (1), and to analyze their

complexity under heavy-tailed noise.

Recently, a variety of SFOMs (e.g., [1, 3, 5, 6, 7, 8, 9, 15, 17, 23]) have been developed for solving

problem (1) where the stochastic gradient G(·; ξ) is an unbiased estimator of ∇f(·) with bounded

variance, i.e., G(·; ξ) satisfies the conditions:

E[G(x; ξ)] = ∇f(x), E[∥G(x; ξ)−∇f(x)∥2] ≤ σ2 ∀x ∈ Rn (2)

for some σ > 0. The complexity of these SFOMs has been extensively studied under various smoothness

conditions. In particular, under the assumption that ∇f is Lipschitz continuous, the methods proposed

in [3, 8, 9] achieve a first-order oracle complexity of O(ϵ−4) for finding an ϵ-stochastic stationary point

(SSP) of (1), i.e., a point x satisfying

E[∥∇f(x)∥] ≤ ϵ.

In addition, assuming that ∇2f is Lipschitz continuous, the method in [3] achieves a first-order oracle

complexity of O(ϵ−7/2) for finding an ϵ-SSP of (1). Furthermore, several variance-reduced methods

[5, 6, 18] have been shown to achieve a first-order oracle complexity of O(ϵ−3) for finding an ϵ-SSP of (1),

under the assumption that the stochastic gradient estimator G(·; ξ) satisfies a mean-squared smoothness

condition.

Despite extensive studies on SFOMs under the bounded variance assumption (2), recent empirical

findings in machine learning (e.g., [10, 31, 32, 35]) suggest that in practice the stochastic gradient

estimator G(·; ξ) is typically unbiased but exhibits a bounded αth central moment for some α ∈ (1, 2],

rather than bounded variance. Specifically, G(·; ξ) satisfies

E[G(x; ξ)] = ∇f(x), E[∥G(x; ξ)−∇f(x)∥α] ≤ σα ∀x ∈ Rn

for some σ > 0, which is commonly referred to as the heavy-tailed noise regime. The convergence

behavior and analysis of SFOMs under this condition differ significantly from those based on the bounded

variance assumption (2), as vanilla stochastic gradient methods can diverge when α ∈ (1, 2); see [35,

Remark 1]. To address this divergence, gradient clipping has been widely adopted in algorithm design

(e.g., [4, 20, 21, 24, 28, 35]). This approach replaces the stochastic gradient estimator with

Gτ (x; ξ) := min
{
1,

τ

∥G(x; ξ)∥

}
G(x; ξ)

for some suitable clipping threshold τ > 0. Numerous recent works have analyzed the complexity of

SFOMs with gradient clipping for solving (1) under heavy-tailed noise (e.g., [4, 21, 24, 35]). Specif-

ically, assuming that ∇f is Lipschitz continuous, [35] established a first-order oracle complexity of

O(ϵ−(3α−2)/(α−1)) for finding an ϵ-SSP of (1), while [4, 24] established a first-order oracle complexity of

Õ(ϵ−(3α−2)/(α−1)) for finding a point x satisfying ∥∇f(x)∥ ≤ ϵ with high probability. Furthermore, under

the additional assumption that ∇2f is Lipschitz continuous, [4] has shown that the complexity bound

can be improved to Õ(ϵ−(5α−3)/(2α−2)). In addition, assuming that G(·; ξ) is almost surely Lipschitz

continuous for all ξ ∈ Ξ with the same Lipschitz constant, namely,

∥G(y; ξ)−G(x; ξ)∥ ≤ L∥y − x∥ ∀x, y ∈ Rn, a.s. ∀ξ ∈ Ξ (3)

for some L > 0, where Ξ is the sample space of ξ, [21] established a first-order oracle complexity of

Õ(ϵ−(2α−1)/(α−1)) for finding a point x satisfying ∥∇f(x)∥ ≤ ϵ with high probability.
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While the aforementioned SFOMs with gradient clipping provide provable convergence guarantees,

they suffer from several practical limitations. In particular, these methods require sufficiently large

clipping thresholds τ to ensure theoretical convergence, whereas relatively small thresholds are typically

used in practice, especially in the training of deep neural networks (see, e.g., [34]). Furthermore, setting

an appropriate value for τ often depends on explicit knowledge of problem-dependent parameters, such

as Lipschitz constants and noise bounds, which are generally unavailable or difficult to estimate in

real-world applications. A more detailed discussion of these drawbacks can be found in [13].

Several recent studies have sought to avoid gradient clipping and have shown that, assuming ∇f
is Lipschitz continuous, normalized SFOMs without gradient clipping can achieve a first-order oracle

complexity of O(ϵ−(3α−2)/(α−1)) for finding an ϵ-SSP of (1) under heavy-tailed noise [13, 22, 33]. Moreover,

it has been shown in [13, 22] that this complexity bound becomes O(ϵ−2α/(α−1)) if the tail exponent

α is unknown. In addition, under the assumption that G(·; ξ) is almost surely Lipschitz continuous

with a common Lipschitz constant, as described in (3), [33] demonstrated that the complexity bound

of normalized SFOMs can be further improved to O(ϵ−(2α−1)/(α−1)). While these methods successfully

avoid gradient clipping and achieve complexity bounds comparable to those of SFOMs that rely on

it, they still suffer from several practical limitations. In particular, the methods in [22, 33] require

explicit knowledge of problem-specific quantities, such as Lipschitz constant and noise bound, in order to

properly set algorithmic parameters like step sizes and momentum coefficients. In contrast, [13] proposed

a fully parameter-free SFOM and established a first-order complexity result under the assumption that

∇f is Lipschitz continuous. However, the achieved complexity is significantly worse than the best-known

results when the tail exponent α is known. In addition, the almost sure Lipschitz continuity assumption

(3) may be restrictive in practice, as it is stronger than the commonly used assumption of Lipschitz

continuity in expectation, such as the mean-squared smoothness condition often imposed in the bounded

variance setting (see [5, 6, 18]).

Despite significant recent advances, existing SFOMs for solving problem (1) under the heavy-tailed

noise regime still face the practical limitations discussed above. These limitations motivate the following

open questions:

• Can we develop practical SFOMs that do not require explicit knowledge of problem-specific

quantities, while still achieving the best-known complexity?

• Can we design practical SFOMs that achieve improved complexity under higher-order smoothness

condition on f?

• Can we develop practical SFOMs under weaker conditions than the commonly used mean-squared

smoothness condition on G(·; ξ)?

In this paper, we address these questions by proposing three practical SFOMs that use dynamically

updated algorithmic parameters, without requiring explicit knowledge of the Lipschitz constant or

noise bounds. We establish first-order oracle complexity results for these methods in finding an ϵ-SSP

of (1) under the heavy-tailed noise regime. Moreover, we show that two of our proposed methods

achieve improved complexity under higher-order smoothness and a weakly average smoothness condition,

respectively. Our main contributions are summarized below.

• We propose a practical normalized SFOM with Polyak momentum for solving problem (1), and

show that it achieves the best-known complexity for finding an ϵ-SSP under heavy-tailed noise and

the Lipschitz smoothness condition on f .
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• We propose a practical normalized SFOM with multi-extrapolated momentum for solving problem

(1), and establish a new complexity for finding an ϵ-SSP under heavy-tailed noise and a higher-order

smoothness condition on f . To the best of our knowledge, this is the first SFOM that leverages

higher-order smoothness of f to achieve acceleration. The resulting complexity significantly

improves upon the best-known results under the standard Lipschitz smoothness condition.

• We develop a practical normalized SFOM with recursive momentum for solving problem (1), and

show that it achieves a new complexity for finding an ϵ-SSP under heavy-tailed noise and a weakly

average smoothness condition on G(·; ξ). This complexity generalizes existing complexity results

under the mean-squared smoothness condition.

The rest of this paper is organized as follows. In Section 2, we introduce the notation and assumptions

used throughout the paper. In Section 3, we propose normalized SFOMs with momentum and establish

complexity bounds for them. Section 4 presents preliminary numerical results. In Section 5, we provide

the proofs of the main results.

2 Notation and assumptions

Throughout this paper, we use Rn to denote the n-dimensional Euclidean space and ⟨·, ·⟩ to represent

the standard inner product. We use ∥ · ∥ to denote the Euclidean norm for vectors and the spectral norm

for matrices. For any positive integer p and a pth-order continuously differentiable function φ, we denote

by Dpφ(x)[h1, . . . , hp] the pth-order directional derivative of φ at x along hi ∈ Rn, 1 ≤ i ≤ p, and by

Dpφ(x)[·] the associated symmetric p-linear form. For any symmetric p-linear form T [·], we define its

norm as

∥T ∥ := max
h1,...,hp

{T [h1, . . . , hp] : ∥hi∥ ≤ 1, 1 ≤ i ≤ p}. (4)

For any x ∈ Rn and hi ∈ Rn with 1 ≤ i ≤ p− 1, we define ∇pφ(x)(h1, . . . , hp−1) ∈ Rn by

⟨∇pφ(x)(h1, . . . , hp−1), hp⟩ := Dpφ(x)[h1, . . . , hp] ∀hp ∈ Rn.

For any x, h ∈ Rn, we denote Dpφ(x)[h]p := Dpφ(x)[h, . . . , h] and ∇pφ(x)(h)p−1 := ∇pφ(x)(h, . . . , h).

For any s ∈ R, we let sgn(s) be 1 if s ≥ 0 and −1 otherwise. For any positive integer p, we define the

residual of the pth-order Taylor expansion of ∇f as:

Rp(y, x) := ∇f(y)−
p∑

r=1

1

(r − 1)!
∇rf(x)(y − x)r−1 ∀x, y ∈ Rn. (5)

In addition, we use Õ(·) to denote O(·) with logarithmic terms omitted.

We now make the following assumption throughout this paper.

Assumption 1. (a) There exists a finite flow such that f(x) ≥ flow for all x ∈ Rn.

(b) There exists L1 > 0 such that ∥∇f(x)−∇f(y)∥ ≤ L1∥x− y∥ for all x, y ∈ Rn.

(c) The stochastic gradient estimator G : Rn × Ξ → Rn satisfies

E[G(x; ξ)] = ∇f(x), E[∥G(x; ξ)−∇f(x)∥α] ≤ σα ∀x ∈ Rn

for some σ > 0 and α ∈ (1, 2].
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We next make some remarks on Assumption 1.

Remark 1. Assumptions 1(a) and 1(b) are standard. In particular, Assumption 1(b) implies that

f(y) ≤ f(x) +∇f(x)T (y − x) +
L1

2
∥y − x∥2 ∀x, y ∈ Rn. (6)

Assumption 1(c) states that G(·; ξ) is an unbiased estimator of ∇f(·), and its αth central moment is

uniformly bounded. This is weaker than the commonly used variance bounded assumption corresponding

to the case α = 2. When α ∈ (1, 2), the stochastic gradient noise is said to be heavy-tailed (see, e.g.,

[35]), a phenomenon frequently observed in modern machine learning applications.

3 Normalized stochastic first-order methods with momentum

In this section, we propose practical normalized SFOMs with Polyak momentum, multi-extrapolated

momentum, and recursive momentum for solving problem (1). We also establish their first-order oracle

complexities for finding an ϵ-SSP of (1) under heavy-tailed noise.

3.1 A normalized SFOM with Polyak momentum

In this subsection, we propose a practical normalized SFOM with Polyak momentum for solving problem

(1) and establish its first-order oracle complexity for finding an ϵ-SSP of (1) under heavy-tailed noise.

Our proposed method follows the same general framework as that in [3], but differs in the choice of

algorithmic parameters—particularly the momentum weights and step sizes. Unlike [3], which requires

explicit knowledge of the Lipschitz constant and the noise bound, our method uses dynamically updated

parameters that do not depend on such problem-specific quantities. This feature enhances its practical

applicability, especially in scenarios where these constants are unavailable or hard to estimate.

Specifically, our practical normalized SFOM with Polyak momentum generates two sequences, {mk}
and {xk}. At each iteration k ≥ 0, the direction mk is computed as a weighted average of stochastic

gradients of f evaluated at the iterates x0, . . . , xk. The next iterate xk+1 is obtained by performing a

line search update from xk along the normalized direction −mk/∥mk∥, using a suitable step size. The

detailed procedure is presented in Algorithm 1, with the specific momentum weights and step sizes

defined in Theorems 1 and 2.

Algorithm 1 A normalized SFOM with Polyak momentum

Input: starting point x0 ∈ Rn, step sizes {ηk} ⊂ (0,+∞), weighting parameters {θk} ⊂ (0, 1].

Initialize: m−1 = 0 and θ−1 = 1.

for k = 0, 1, 2, . . . do

Compute the search direction:

mk = (1− θk−1)m
k−1 + θk−1G(x

k; ξk).1 (7)

Update the next iterate:

xk+1 = xk − ηk
mk

∥mk∥
.

end for

1{ξk} is a sequence of independently drawn samples.

5



The following theorem establishes a complexity bound for Algorithm 1 to compute an ϵ-SSP of

problem (1) under the assumption that the tail exponent α is known. Its proof is deferred to Section 5.1.

Theorem 1 (complexity with known α). Suppose that Assumption 1 holds. Let flow, L1, σ, and α

be given in Assumption 1, and define

M1,α := 2(f(x0)− flow + σα + L1 + (α− 1)(2/α)α/(α−1) + 3Lα
1 + 2σα). (8)

Let {xk} be generated by Algorithm 1 with input parameters {(ηk, θk)} given by

ηk =
1

(k + 1)(2α−1)/(3α−2)
, θk =

1

(k + 1)α/(3α−2)
∀k ≥ 0. (9)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

K ≥ max
{(2(3α− 2)M1,α

(α− 1)ϵ
ln
(2(3α− 2)M1,α

(α− 1)ϵ

))(3α−2)/(α−1)
, 3
}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.

The next theorem establishes a complexity bound for Algorithm 1 to compute an ϵ-SSP of problem

(1) without requiring prior knowledge of the tail exponent α. Its proof is deferred to Section 5.1.

Theorem 2 (complexity with unknown α). Suppose that Assumption 1 holds. Let flow, L1, σ, and

α be given in Assumption 1, and define

M̃1,α := 2(f(x0)− flow + σα + L1/2 + 3Lα
1 ), M̂1,α := 2((α− 1)(2/α)α/(α−1) + 2σα). (10)

Let {xk} be generated by Algorithm 1 with input parameters {(ηk, θk)} given by

ηk =
1

(k + 1)3/4
, θk =

1

(k + 1)1/2
∀k ≥ 0. (11)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

K ≥ max
{(16M̃1,α

ϵ
ln
(16M̃1,α

ϵ

))4
,
( 8αM̂1,α

(α− 1)ϵ
ln
( 8αM̂1,α

(α− 1)ϵ

))2α/(α−1)
, 3
}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.

Remark 2. (i) From Theorems 1 and 2, we observe that under Assumption 1, Algorithm 1 achieves

a first-order oracle complexity of Õ(ϵ−(3α−2)/(α−1)) for finding an ϵ-SSP of problem (1) when the tail

exponent α is known, and Õ(ϵ−2α/(α−1)) when α is unknown. These results match, up to logarithmic

factors, the best-known complexities for SFOMs with gradient clipping [4, 24, 35] and normalized

SFOMs without gradient clipping [13, 22, 33]. Nevertheless, our algorithm is more practical as it uses

dynamically updated parameters that do not rely on knowledge of the Lipschitz constant or the noise

bound—quantities that are often unavailable or hard to estimate in practice.

(ii) When the tail exponent α is unknown, Algorithm 1 with {(ηk, θk)} specified by (11) resembles

the parameter-free SFOM with momentum proposed in [13, Appendix D]. Nevertheless, our complexity

analysis is fundamentally different from that of [13] and other existing works, as it is based on descent

properties of a novel potential sequence defined in (34).
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3.2 A normalized SFOM with multi-extrapolated momentum

In this subsection, we propose a practical normalized SFOM with multi-extrapolated momentum for

solving problem (1) and establish its first-order oracle complexity for finding an ϵ-SSP of (1) under

heavy-tailed noise.

Specifically, our practical normalized SFOM with multi-extrapolated momentum generates three

sequences: {zk,t}, {mk}, and {xk}. At each iteration k ≥ 0, the points zk,1, . . . , zk,q are computed by

extrapolating xk−1 and xk using a set of extrapolation weights. The direction mk is then formed as

a weighted average of stochastic gradients of f evaluated at the extrapolated points {zi,t}0≤i≤k,1≤t≤q.

Finally, xk+1 is computed via a line search update at xk using a suitable step size and the normalized

direction −mk/∥mk∥. The detailed procedure is described in Algorithm 2, with the extrapolation weights,

momentum weights, and step sizes specified in Theorems 3 and 4.

Algorithm 2 A normalized SFOM with multi-extrapolated momentum

Input: starting point x0 ∈ Rn, step sizes {ηk} ⊂ (0,+∞), extrapolation count q ≥ 1, extrapolation

parameters {γk,t} ⊂ (0, 1), weighting parameters {θk,t} with
∑q

t=1 θk,t ∈ (0, 1) for all k ≥ 0.

Initialize: x−1 = x0, m−1 = 0, and (γ−1,t, θ−1,t) = (1, 1/q) for all 1 ≤ t ≤ q.

for k = 0, 1, 2, . . . do

Perform q separate extrapolations:

zk,t = xk +
1− γk−1,t

γk−1,t
(xk − xk−1) ∀1 ≤ t ≤ q. (12)

Compute the search direction:

mk =
(
1−

q∑
t=1

θk−1,t

)
mk−1 +

q∑
t=1

θk−1,tG(z
k,t; ξk).2 (13)

Update the next iterate:

xk+1 = xk − ηk
mk

∥mk∥
.

end for

Before analyzing the complexity of Algorithm 2 for computing an approximate solution to problem (1),

we introduce an additional assumption regarding the high-order smoothness of the objective function f .

Assumption 2. The function f is pth-order continuously differentiable in Rn for some p ≥ 2, and

moreover, there exists some Lp > 0 such that ∥Dpf(x)−Dpf(y)∥ ≤ Lp∥x− y∥ for all x, y ∈ Rn.

The following theorem establishes a complexity bound for Algorithm 2 to compute an ϵ-SSP of

problem (1) under the assumption that the tail exponent α is known. Its proof is deferred to Section 5.2.

Theorem 3 (complexity with known α). Suppose that Assumptions 1 and 2 hold. Let flow, L1, σ,

α, p and Lp be given in Assumptions 1 and 2, and define

Mp,α := 4
(
f(x0)− flow + 41/3σα + L1/2 + 301/(α−1)(α− 1)(2/α)α/(α−1) + 306p2αpLα

p /(p!)
α

2{ξk} is a sequence of independently drawn samples. Alternatively, one may draw q independent samples ξk,t, 1 ≤ t ≤ q,

at every kth iteration for computing G(zk,t; ξk,t), 1 ≤ t ≤ q.

7



+ 64(p− 1)ασα
)
. (14)

Let {xk} be generated by Algorithm 2 with input parameters q = p− 1, and {ηk} and {(γk,t, θk,t)} given

by

ηk =
1

(k + 4)(pα+α−1)/(p(2α−1)+α−1)
∀k ≥ 0, (15)

γk,t =
γk
t2
, θk,t =

∏
1≤s≤p−1,s ̸=t(1− s2/γk)

(t2/γk)
∏

1≤s≤p−1,s ̸=t((t
2 − s2)/γk)

∀1 ≤ t ≤ p− 1, k ≥ 0, (16)

where

γk =
1

(k + 4)pα/(p(2α−1)+α−1)
∀k ≥ 0. (17)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

K ≥ max
{(2(p(2α− 1) + α− 1)Mp,α

p(α− 1)ϵ
ln
(2(p(2α− 1) + α− 1)Mp,α

p(α− 1)ϵ

))(p(2α−1)+α−1)/(p(α−1))
, 5
}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.

The next theorem establishes a complexity bound for Algorithm 2 to compute an ϵ-SSP of problem

(1) without requiring prior knowledge of the tail exponent α. Its proof is deferred to Section 5.2.

Theorem 4 (complexity with unknown α). Suppose that Assumptions 1 and 2 hold. Let flow, L1,

σ, α, p and Lp be given in Assumptions 1 and 2, and define

M̃p,α := 4(f(x0)− flow + 41/3σα + L1/2 + 306p2pαLα
p /(p!)

α), (18)

M̂p,α := 8(301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα). (19)

Let {xk} be generated by Algorithm 2 with input parameters q = p− 1, {ηk}, and {(γk,t, θk,t)} given by

ηk =
1

(k + 4)(2p+1)/(3p+1)
∀k ≥ 0, (20)

γk,t =
γk
t2
, θk,t =

∏
1≤s≤p−1,s ̸=t(1− s2/γk)

(t2/γk)
∏

1≤s≤p−1,s ̸=t((t
2 − s2)/γk)

∀1 ≤ t ≤ p− 1, k ≥ 0, (21)

where

γk =
1

(k + 4)2p/(3p+1)
∀k ≥ 0. (22)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

K ≥ max

{(4(3p+ 1)M̃p,α

pϵ
ln
(4(3p+ 1)M̃p,α

pϵ

))(3p+1)/p
,

(2(3pα+ α)M̂p,α

p(α− 1)ϵ
ln
(2(3pα+ α)M̂p,α

p(α− 1)ϵ

))(3pα+α)/(2p(α−1))
, 5

}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.
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Remark 3. (i) To achieve acceleration by leveraging the higher-order smoothness of f , the extrapolation

parameters γk,t and the momentum parameters θk,t must satisfy the following conditions:
1/γk,1 1/γk,2 · · · 1/γk,q
1/γ2k,1 1/γ2k,2 · · · 1/γ2k,q

...
...

. . .
...

1/γqk,1 1/γqk,2 · · · 1/γqk,q



θk,1
θk,2
...

θk,q

 =


1

1
...

1

 ∀k ≥ 0, (23)

q∑
t=1

θk,t ∈ (0, 1) ∀k ≥ 0, (24)

where q = p− 1. Note that the coefficient matrix in (23) is a Vandermonde matrix (see, e.g., [12, 14]).

As will be proven in Lemma 9 in Subsection 5.2, when choosing γk,t = γk/t
2, the resulting θk,t that

satisfy (23) takes the form given in (16) or (21).

(ii) From Theorems 3 and 4, we observe that under Assumptions 1 and 2, Algorithm 2 achieves

a first-order oracle complexity of Õ(ϵ−(p(2α−1)+α−1)/(p(α−1))) for finding an ϵ-SSP of (1) when the tail

exponent α is known, and Õ(ϵ−(3pα+α)/(2p(α−1))) when α is unknown. For p = 2, these complexity results

match, up to a logarithmic factor, the best-known bound established in [4]. Moreover, for p ≥ 3, our

results are entirely new and provide significantly improved complexities over the case p = 2.

3.3 A normalized SFOM with recursive momentum

In this subsection, we propose a practical normalized SFOM with recursive momentum for solving

problem (1) and establish its first-order oracle complexity for finding an ϵ-SSP of (1) under heavy-tailed

noise.

Our proposed method follows the same general framework as that in [5], but differs in both the

search direction and the choice of algorithmic parameters—particularly the momentum weights and step

sizes. Specifically, our method employs a normalized search direction, whereas [5] uses the unnormalized

(full) direction. Moreover, unlike [5], which requires explicit knowledge of the Lipschitz constant and the

noise bound, our method uses dynamically updated parameters that do not rely on such problem-specific

quantities. This feature makes our method more practical, especially in scenarios where these constants

are unknown or hard to estimate.

Specifically, our practical normalized SFOM with recursive momentum generates two sequences,

{mk} and {xk}. At each iteration k ≥ 0, the direction mk is computed as a weighted average of stochastic

gradients of f evaluated at the iterates x0, . . . , xk. The next iterate xk+1 is obtained by performing a

line search update from xk along the normalized direction −mk/∥mk∥, using a suitable step size. The

detailed procedure is presented in Algorithm 3, with the specific momentum weights and step sizes

defined in Theorems 5 and 6.

Before analyzing the complexity of Algorithm 3 for computing an approximate solution to problem (1),

we introduce an additional assumption regarding the weakly average smoothness of the stochastic gradient

estimator G(·; ξ).

Assumption 3. There exists some L > 0 such that E[∥G(x; ξ)−G(y; ξ)∥α] ≤ Lα∥x− y∥α holds for all

x, y ∈ Rn, where α ∈ (1, 2] is given in Assumption 1(c).

Remark 4. (i) When α = 2, Assumption 3 reduces to the standard mean-squared smoothness condition

commonly used in the literature (see, e.g., [5, 6, 18]). For α ∈ (1, 2), it is strictly weaker than the mean-

squared smoothness assumption, thereby holding for a broader class of stochastic gradient estimators

3{ξk} is a sequence of independently drawn samples.

9



Algorithm 3 A normalized SFOM with recursive momentum

Input: starting point x0 ∈ Rn, step sizes {ηk} ⊂ (0,+∞), weighting parameters {θk} ⊂ (0, 1].

Initialize: x−1 = x0, m−1 = 0, and θ−1 = 1.

for k = 0, 1, 2, . . . do

Compute the search direction:

mk = (1− θk−1)m
k−1 +G(xk; ξk)− (1− θk−1)G(x

k−1; ξk).3 (25)

Update the next iterate:

xk+1 = xk − ηk
mk

∥mk∥
.

end for

G(·; ξ). In addition, if G(·; ξ) is almost surely Lipschitz continuous for all ξ ∈ Ξ with a uniform Lipschitz

constant L, one can verify that it satisfies Assumption 3. Consequently, Assumption 3 is strictly weaker

than the almost sure Lipschitz condition stated in (3), which is adopted in [21, 33].

(ii) It is reasonable to assume that the exponent α in Assumption 3 is the same as that in Assump-

tion 1(c). Indeed, if Assumptions 1(c) and 3 hold with different exponents α1, α2 ∈ (1, 2], then both

assumptions also hold with α = min{α1, α2}.

The following theorem establishes a complexity bound for Algorithm 3 to compute an ϵ-SSP of

problem (1) under the assumption that the tail exponent α is known. Its proof is deferred to Section 5.3.

Theorem 5 (complexity with known α). Suppose that Assumptions 1 and 3 hold. Let flow, L1, σ,

α, and L be given in Assumption 1 and 3, and define

Mα := 2(f(x0)− flow + σα + L1/2 + 21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα). (26)

Let {xk} be generated by Algorithm 3 with input parameters {(ηk, θk)} given by

ηk = θk =
1

(k + 1)α/(2α−1)
∀k ≥ 0. (27)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

∀K ≥ max
{(2(2α− 1)Mα

(α− 1)ϵ
ln
(2(2α− 1)Mα

(α− 1)ϵ

))(2α−1)/(α−1)
, 3
}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.

The following theorem establishes a complexity bound for Algorithm 3 to compute an ϵ-SSP of

problem (1) without requiring prior knowledge of the tail exponent α. Its proof is deferred to Section

5.3.

Theorem 6 (complexity with unknown α). Suppose that Assumptions 1 and 3 hold. Let flow, L1,

σ, α, and L be given in Assumption 1 and 3, and define

M̃α := 2(f(x0)− flow + σα + L1/2), (28)

M̂α := 2(21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα). (29)
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Let {xk} be generated by Algorithm 3 with input parameters {(ηk, θk)} given by

ηk = θk =
1

(k + 1)2/3
∀k ≥ 0. (30)

Then, for any ϵ ∈ (0, 1), it holds that E[∥∇f(xιK )∥] ≤ ϵ for all K satisfying

K ≥ max
{(12M̃α

ϵ
ln
(12M̃α

ϵ

))3
,
( 6αM̂α

(α− 1)ϵ
ln

( 6αM̂α

(α− 1)ϵ

))3α/(2(α−1))
, 3
}
,

where ιK is uniformly drawn from {0, . . . ,K − 1}.

Remark 5. From Theorems 5 and 6, we observe that under Assumptions 1 and 3, Algorithm 3 achieves

a first-order oracle complexity of Õ(ϵ−(2α−1)/(α−1)) for finding an ϵ-SSP of problem (1) when the tail

exponent α is known, and Õ(ϵ−3α/(2(α−1))) when α is unknown. The complexity bound for the known-α

case matches, up to logarithmic factors, the best-known results in [21, 33], while the bound for the

unknown-α case is, to the best of our knowledge, new to the literature. Moreover, these are the first

complexity results established under the weakly average smoothness condition stated in Assumption

3. This condition generalizes and relaxes both the almost sure Lipschitz condition (see (3)) used in

prior works on SFOMs under heavy-tailed noise [21, 33], and the commonly adopted mean-squared

smoothness assumption [5, 6, 18].

4 Numerical experiments

In this section, we present preliminary numerical experiments to evaluate the performance of Algorithm 1,

Algorithm 2 with q = 1, and Algorithm 3, abbreviated as NSFOM-PM, NSFOM-EM, and NSFOM-RM,

respectively. We compare these methods against their counterparts without normalization—SFOM-PM,

SFOM-EM, and SFOM-RM—in the presence of heavy-tailed noise. The experiments are conducted on

three problem classes: a data fitting problem (Section 4.1), a robust regression problem (Section 4.2),

and a multimodal contrastive learning problem (Section 4.3). The first two are run on a standard PC

equipped with a 3.20 GHz AMD R7 5800H processor and 16 GB of memory, while the last is executed

on a server with an NVIDIA A100 GPU (80 GB). The code for reproducing our numerical results is

publicly available at: https://github.com/ChuanH6/SFOM-HT.

4.1 Data fitting problem

In this subsection, we consider the data fitting problem:

min
x∈Rn

{
f(x) =

m∑
i=1

(
s(aTi x)− bi

)2}
, (31)

where s(t) = et/(1 + et) is the sigmoid function, and {(ai, bi)}1≤i≤n ⊂ Rn × R denotes the given

dataset. We simulate the noisy gradient evaluations by setting the stochastic gradient estimator as

G(x; ξ) = ∇f(x) + ξe, where e ∈ Rn is the all-ones vector and ξ ∈ R is drawn from a heavy-tailed

distribution with density function p(t) = 3/(4(1 + |t|)5/2). One can verify that such G(·; ξ) satisfies

Assumption 1(c) for every α ∈ (1, 1.5), and that the αth central moment of G(·; ξ) is unbounded for all

α ≥ 1.5.

For each pair (n,m), we randomly generate ai, 1 ≤ i ≤ m, with all entries independently drawn from

the standard normal distribution. We also generate a ground truth solution x∗ in the same manner and
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set bi = s(aTi x
∗) + 10−4ei for each 1 ≤ i ≤ m, where ei’s are independently drawn from the standard

normal distribution.

We apply NSFOM-PM, NSFOM-EM, and NSFOM-RM, along with their unnormalized variants,

to solve problem (31). All methods are initialized at the zero vector. We compare them based on

two metrics: the relative objective value gap (f(xk)− f∗)/(f(x0)− f∗) and the relative gradient norm

∥∇f(xk)∥/∥∇f(x0)∥, computed over the first 500 stochastic gradient evaluations. Here, f∗ denotes the

minimum objective value found during the first 600 stochastic gradient evaluations across all methods.

The algorithmic parameters are selected to suit each method well in terms of computational performance.

Figure 1: Convergence behavior of the relative objective value gap (first row) and relative gradient norm

(second row) for all methods in solving problem (31).

For each pair (n,m), we plot the relative objective value gap and the relative gradient norm in

Figure 1 to illustrate the convergence behavior of all the SFOMs. As shown in Figure 1, the SFOMs

with normalization consistently outperform their unnormalized counterparts. Furthermore, among the

normalized variants, those using extrapolated momentum and recursive momentum converge faster than

the one using Polyak momentum. Notably, the normalized SFOM with recursive momentum achieves

the best performance, even outperforming the extrapolated momentum variant. These observations are

consistent with our theoretical results.

4.2 Robust regression problem

In this subsection, we consider the robust regression problem:

min
x∈Rn

{
f(x) =

m∑
k=1

N∑
i=1

ϕ(aTikx− bik)
}
, (32)
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where ϕ(t) = t2/(1 + t2) is a robust loss function [2], and {(aik, bik)}1≤i≤N ⊂ Rn × R, 1 ≤ k ≤ m, is the

kth batch of the training set. We consider this problem on three real datasets, ‘red wine quality’, ‘white

wine quality’, and ‘covtype’ from the UCI repository.4 For each dataset, we rescale both the features

and predictions to lie in [0, 1], and set the batch size N = 100.

We apply NSFOM-PM, NSFOM-EM, and NSFOM-RM, along with their unnormalized variants,

to solve (32). All methods are initialized at the zero vector. Similar to Section 4.1, we compare these

methods in terms of the relative objective value gap and the relative gradient norm, defined respectively

as (f(xk)− f∗)/(f(x0)− f∗) and ∥∇f(xk)∥/∥∇f(x0)∥, over the first 500 stochastic gradient evaluations,

where f∗ is the minimum objective value found during the first 600 stochastic gradient evaluations

across all the SFOMs. The algorithmic parameters are selected to suit each method well in terms of

computational performance.

Figure 2: Distributions of gradient errors ∥G(x; ξ)−∇f(x)∥ (first row) and Lipschitz constant estimates

∥G(y; ξ) − G(x; ξ)∥/∥y − x∥ (second row) compared against a normal distribution (QQ-plot), when

solving (32). Here, the gradient errors are calculated for the first epoch of optimization, and the Lipschitz

constant estimates are taken over every two consecutive iterates within the first epoch of optimization

for all methods.

For each dataset, we visualize the distributions of gradient errors and Lipschitz constant estimates,

compared against a normal distribution (QQ-plot) in Figure 2, to illustrate their heavy-tailed behavior.

This visualizations partly justify the heavy-tailed noise condition in Assumption 1(c) and the weakly

average smoothness condition in Assumption 3 when solving the regression problem (32).

In addition, for each dataset, we plot the relative objective value gap and the relative gradient norm

in Figure 3 to illustrate the convergence behavior of all the SFOMs. From Figure 3, we observe that

4see archive.ics.uci.edu/datasets
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Figure 3: Convergence behavior of the relative objective value gap (first row) and relative gradient norm

(second row) for all method in solving problem (32).

SFOMs with normalization consistently outperform those without normalization. We also observe that

the normalized SFOMs with extrapolated and recursive momentum are faster than the SFOM with

Polyak momentum, while the SFOM with recursive momentum outperforms the SFOM with extrapolated

momentum. These observations align with our theoretical results.

4.3 Multimodal contrastive learning problem

In this subsection, we consider the multimodal contrastive learning problem (see [26]):

min
xI∈RnI ,xT∈RnT

−
m∑
k=1

N∑
i=1

(
ln

(
exp(fxI (aik)

T fxT (bik)/τ)∑N
j=1 exp(fxI (aik)

T fxT (bjk)/τ)

)
+ ln

(
exp(fxI (aik)

T fxT (bik)/τ)∑N
j=1 exp(fxI (ajk)

T fxT (bik)/τ)

))
,

(33)

where {(aik, bik)}1≤i≤N , 1 ≤ k ≤ m, denotes the image-caption pairs for the kth batch of training dataset,

fxI and fxT are the image and text encoders, respectively, and τ > 0 is a temperature parameter. Here,

we consider problem (33) on three real text-image datasets, Flickr [25], MSCOCO [19], and CC3M [30],

and choose the network structure for image encoder fxI and text encoder fxT as ResNet50 [11] and

DistilBERT [29], respectively.

We apply NSFOM-PM, NSFOM-EM, and NSFOM-RM, along with their variants without normaliza-

tion, to solve problem (33). We use the same initial weights for all methods as those of the pretrained

models ResNet50 and DistilBERT. Similar to Section 4.1, we compare these methods in terms of the rela-

tive objective value gap and the relative gradient norm, defined respectively as (f(xk)− f∗)/(f(x0)− f∗)
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and ∥∇f(xk)∥/∥∇f(x0)∥, over the first 50, 000 stochastic gradient evaluations, where f denotes the

objective function of (33) and f∗ is the minimum objective value found during the first 60, 000 stochastic

gradient evaluations across all the SFOMs. The other algorithmic parameters are selected to suit each

method well in terms of computational performance.

Figure 4: Distributions of gradient errors ∥G(x; ξ)−∇f(x)∥ (first row) and Lipschitz constant estimates

∥G(x; ξ) − G(y; ξ)∥/∥x − y∥ (second row) compared against a normal distribution (QQ-plot), when

solving (33). Here, the gradient errors are calculated for the first epoch of training, and the Lipschitz

constant estimates are taken over every two consecutive iterates within the first epoch of training for all

methods.

For each dataset, we visualize the distributions of gradient errors and Lipschitz constant estimates,

compared against a normal distribution (QQ-plot) in Figure 4, to illustrate their heavy-tailed behavior.

These visualizations provide partial justification for the heavy-tailed noise condition in Assumption 1(c)

and the weakly average smoothness condition in Assumption 3 when solving the multimodal contrastive

learning problem (33).

In addition, for each dataset, we plot the relative objective value gap and the relative gradient norm

in Figure 5 to illustrate the convergence behavior of the SFOMs. From Figure 5, we can observe that

SFOMs with normalization tend to outperform their unnormalized counterparts. We also observe that

the normalized SFOMs with extrapolated and recursive momentum converge faster than the SFOM

with Polyak momentum, while the SFOM with recursive momentum slightly outperforms the one with

extrapolated momentum. These phenomena are generally consistent with our theoretical results.
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Figure 5: Convergence behavior of the relative objective value gap (first row) and relative gradient norm

(second row) for all method in solving problem (33).

5 Proof of the main results

In this section, we provide the proofs of our main results presented in Section 3, specifically, Theorems 1

to 6.

For notational convenience, we define a sequence of potentials for Algorithms 1, 2, and 3 as

Pk := f(xk) + pk∥mk −∇f(xk)∥α ∀k ≥ 0, (34)

where the sequence {(xk,mk)} is generated by each respective algorithm, and {pk} is a sequence of

positive scalars that will be specified separately for each case.

The following lemma provides an expansion for the α-power of the Euclidean norm, generalizing the

well-known identity ∥u+ v∥2 = ∥u∥2+2uT v+∥v∥2 and inequality ∥u+ v∥2 ≤ (1+ c)∥u∥2+(1+1/c)∥v∥2
for all u, v ∈ Rn and c > 0.

Lemma 1. For any α ∈ (1, 2], it holds that

∥u+ v∥α ≤ ∥u∥α + α∥u∥α−2uT v + 2∥v∥α ∀u, v ∈ Rn, (35)

∥u+ v∥α ≤ (1 + c)∥u∥α + (2 + (α− 1)α−1c1−α)∥v∥α ∀u, v ∈ Rn, c > 0. (36)

Proof. Let α ∈ (1, 2] be arbitrarily chosen, and ψ(w) = ∥w∥α for all w ∈ Rn. It follows from [27,

Theorem 6.3] that

∥∇ψ(w1)−∇ψ(w2)∥ ≤ 22−αα∥w1 − w2∥α−1 ∀w1, w2 ∈ Rn.

By this, one has that for any u, v ∈ Rn,

|ψ(u+ v)− ψ(u)−∇ψ(u)T v| =
∣∣∣ ∫ 1

0
(∇ψ(u+ tv)−∇ψ(u))T vdt

∣∣∣
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≤
∫ 1

0
∥∇ψ(u+ tv)−∇ψ(u)∥dt · ∥v∥ ≤ 22−αα

∫ 1

0
∥tv∥α−1dt · ∥v∥ = 22−α∥v∥α,

This along with α ∈ (1, 2] and the fact that ψ(w) = ∥w∥α and ∇ψ(w) = α∥w∥α−2w implies that (35)

holds. We next prove (36). Let α′ = α/(α− 1). By the Young’s inequality, one has that for all c > 0,

α∥u∥α−2uT v ≤
(
(cα′)1/α

′∥∥∥u∥α−2u
∥∥)α′

α′ +

(
α∥v∥/(cα′)1/α

′)α
α

= c∥u∥α +
(α− 1)α−1∥v∥α

cα−1
,

which together with (35) implies that (36) holds.

The following lemma provides an estimation of the partial sums of series.

Lemma 2. Let ζ(·) be a convex univariate function. Then it holds that
∑b

r=a ζ(r) ≤
∫ b+1/2
a−1/2 ζ(τ)dτ for

any integers a, b satisfying [a− 1/2, b+ 1/2] ⊂ dom ζ. Consequently, one has

b∑
r=a

1

rβ
≤

{
ln
(
b+ 1

2

)
− ln

(
a− 1

2

)
if β = 1,

1
1−β

((
b+ 1

2

)1−β −
(
a− 1

2

)1−β)
if β ∈ (0, 1) ∪ (1,+∞).

(37)

Proof. Let a, b be integers satisfying [a − 1/2, b + 1/2] ⊂ dom ζ. Since ζ is convex, one has ζ(τ) ≥
ζ(r) + sT (τ − r) for all s ∈ ∂ζ(r) and r ∈ [a, b]. It then follows that∫ r+1/2

r−1/2
ζ(τ)dτ ≥

∫ r+1/2

r−1/2

(
ζ(r) + sT (τ − r)

)
dτ = ζ(r),

which implies that
∑b

r=a ζ(r) ≤
∑b

r=a

∫ r+1/2
r−1/2 ζ(τ)dτ =

∫ b+1/2
a−1/2 ζ(τ)dτ . By this and ζ(τ) = 1/τβ , one can

see that (37) holds.

We next provide a lemma that will be used to derive complexity bounds subsequently.

Lemma 3. Let β ∈ (0, 1) and u ∈ (0, 1/e) be given. Then v−β ln v ≤ 2u/β holds for all v ≥
(u−1 ln(1/u))1/β.

Proof. Fix any v satisfying v ≥ (u−1 ln(1/u))1/β. It then follows from u ∈ (0, 1/e) that

v ≥ (u−1 ln(1/u))1/β > e1/β. (38)

Let ϕ(τ) = τ−β ln τ . It can be verified that ϕ is decreasing on (e1/β,∞). By this and (38), one has that

v−β ln v = ϕ(v) ≤ ϕ((u−1 ln(1/u))1/β) =
u

β

(
1 +

ln ln(1/u)

ln(1/u)

)
≤ 2u

β
,

where the last inequality follows from ln ln(1/u) ≤ ln(1/u) due to u ∈ (0, 1/e). Hence, the conclusion of

this lemma holds.

We next establish a descent property for f along a normalized direction.

Lemma 4. Suppose that Assumption 1 holds. Let x,m ∈ Rn and η > 0 be given, and let x+ =

x− ηm/∥m∥. Then we have

f(x+) ≤ f(x)− η∥∇f(x)∥+ 2η∥∇f(x)−m∥+ L1

2
η2,

where L1 is given in Assumption 1(b).
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Proof. Using (6) with y = x+, we obtain that

f(x+)
(6)

≤ f(x) +∇f(x)T (x+ − x) +
L1

2
∥x+ − x∥2

= f(x) +mT (x+ − x) + (∇f(x)−m)T (x+ − x) +
L1

2
∥x+ − x∥2

= f(x)− η∥m∥ − η

∥m∥
(∇f(x)−m)Tm+

L1

2
η2 ≤ f(x)− η∥m∥+ η∥∇f(x)−m∥+ L1

2
η2

≤ f(x)− η∥∇f(x)∥+ 2η∥∇f(x)−m∥+ L1

2
η2,

where the second equality follows from x+ = x− ηm/∥m∥, the second inequality is due to the Cauchy-

Schwarz inequality, and the last inequality follows from the triangular inequality ∥m∥ ≥ ∥∇f(x)∥ −
∥∇f(x)−m∥. Hence, this lemma holds as desired.

The following lemma provides an upper bound on the residual of the pth-order Taylor expansion of

∇f .

Lemma 5. Suppose that Assumption 2 holds. Let Rp(·, ·) and Lp be given in (5) and Assumption 2,

respectively. Then it holds that ∥Rp(y, x)∥ ≤ Lp∥y − x∥p/p! for all x, y ∈ Rn.

Proof. Fix any u ∈ Rn. Let ϕ(x) = ⟨∇f(x), u⟩. By this and the definition of ∇r+1f(x)(h)r, one has

Drϕ(x)[v]r = ⟨∇r+1f(x)(v)r, u⟩ ∀1 ≤ r ≤ p− 1, v ∈ Rn. (39)

Using this and (4), we have

∥Dp−1ϕ(y)−Dp−1ϕ(x)∥ ≤ ∥u∥∥Dpf(y)−Dpf(x)∥ ∀x, y ∈ Rn. (40)

Fix any x, y ∈ Rn. By Taylor’s expansion, one has

ϕ(y) = ϕ(x) +

p−2∑
r=1

1

r!
Drϕ(x)[y − x]r +

1

(p− 2)!

∫ 1

0
(1− t)p−2Dp−1ϕ(x+ t(y − x))[y − x]p−1dt

= ϕ(x) +

p−1∑
r=1

1

r!
Drϕ(x)[y − x]r +

1

(p− 2)!

∫ 1

0
(1− t)p−2(Dp−1ϕ(x+ t(y − x))−Dp−1ϕ(x))[y − x]p−1dt.

Using this, (4), (39), and (40), we obtain that∣∣∣〈∇f(y)−∇f(x)−
p−1∑
r=1

1

r!
∇r+1f(x)(y − x)r, u

〉∣∣∣ (39)
=

∣∣∣ϕ(y)− ϕ(x)−
p−1∑
r=1

1

r!
Drϕ(x)[y − x]r

∣∣∣
=

∣∣∣ 1

(p− 2)!

∫ 1

0
(1− t)p−2(Dp−1ϕ(x+ t(y − x))−Dp−1ϕ(x))[y − x]p−1dt

∣∣∣
(4)

≤ 1

(p− 2)!
∥y − x∥p−1

∫ 1

0
(1− t)p−2∥Dp−1ϕ(x+ t(y − x))−Dp−1ϕ(x)∥dt

(40)

≤ 1

(p− 2)!
∥y − x∥p−1∥u∥

∫ 1

0
(1− t)p−2∥Dpf(x+ t(y − x))−Dpf(x)∥dt

≤ 1

(p− 2)!
Lp∥y − x∥p∥u∥

∫ 1

0
(1− t)p−2tdt =

1

p!
Lp∥y − x∥p∥u∥,

where the last inequality follows from Assumption 2, and the last equality is due to
∫ 1
0 (1− t)p−2tdt =

1/(p(p − 1)). Taking the maximum of this inequality over all u with ∥u∥ ≤ 1, we conclude that this

lemma holds.
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5.1 Proof of the main results in Section 3.1

In this subsection, we first establish several technical lemmas and then use them to prove Theorems 1

and 2. The following lemma presents a recurrence relation for the estimation error of the gradient

estimators {mk} generated by Algorithm 1.

Lemma 6. Suppose that Assumption 1 holds. Let {(xk,mk)} be the sequence generated by Algorithm 1

with input parameters {(ηk, θk)}. Then we have

Eξk+1 [∥mk+1 −∇f(xk+1)∥α] ≤ (1− θk)∥mk −∇f(xk)∥α + 3Lα
1 η

α
k θ

1−α
k + 2σαθαk ∀k ≥ 0, (41)

where L1, σ, and α are given in Assumption 1.

Proof. Fix any k ≥ 0. It follows from (7) that

mk+1 −∇f(xk+1)
(7)
= (1− θk)m

k + θkG(x
k+1; ξk+1)−∇f(xk+1)

= (1− θk)(m
k −∇f(xk)) + (1− θk)(∇f(xk)−∇f(xk+1)) + θk(G(x

k+1; ξk+1)−∇f(xk+1)). (42)

Observe from Algorithm 1 and Assumption 1 that ∥xk+1−xk∥ = ηk, Eξk+1 [G(xk+1; ξk+1)−∇f(xk+1)] = 0,

Eξk+1 [∥G(xk+1; ξk+1)−∇f(xk+1)∥α] ≤ σα, and ∥∇f(xk)−∇f(xk+1)∥ ≤ L1ηk. Using these, (35), (36),

and (42), we obtain that for all c > 0,

Eξk+1 [∥mk+1 −∇f(xk+1)∥α]
(42)
= Eξk+1 [∥(1− θk)(m

k −∇f(xk)) + (1− θk)(∇f(xk)−∇f(xk+1)) + θk(G(x
k+1; ξk+1)−∇f(xk+1))∥α]

(35)

≤ ∥(1− θk)(m
k −∇f(xk)) + (1− θk)(∇f(xk)−∇f(xk+1))∥α + 2Eξk+1 [∥θk(G(xk+1; ξk+1)−∇f(xk+1))∥α]

(36)

≤ (1 + c)(1− θk)
α∥mk −∇f(xk)∥α + (2 + (α− 1)α−1c1−α)(1− θk)

α∥∇f(xk)−∇f(xk+1)∥α + 2σαθαk

≤ (1 + c)(1− θk)
α∥mk −∇f(xk)∥α + Lα

1 (2 + (α− 1)α−1c1−α)(1− θk)
αηαk + 2σαθαk , (43)

where the first inequality is due to (35) and Eξk+1 [G(xk+1; ξk+1)−∇f(xk+1)] = 0, the second inequality

is due to (36) and Eξk+1 [∥G(xk+1; ξk+1) − ∇f(xk+1)∥α] ≤ σα, and the last inequality follows from

∥xk+1 − xk∥ = ηk and ∥∇f(xk)−∇f(xk+1)∥ ≤ L1ηk.

When θk = 1, (41) clearly holds. For θk ∈ (0, 1), letting c = (1− θk)
1−α − 1 in (43), and using the

fact that α ∈ (1, 2], we have

c1−α = ((1− θk)
1−α − 1)1−α =

( 1

(1− θk)α−1
− 1

)1−α
≤

( 1

1− (α− 1)θk
− 1

)1−α

=
(1− (α− 1)θk

(α− 1)θk

)α−1
≤ ((α− 1)θk)

1−α,

where the first inequality follows from (1− τ)β ≤ 1− βτ for all τ ∈ (−∞, 1) and β ∈ [0, 1]. Combining

this inequality with (43), one has

Eξk+1 [∥mk+1 −∇f(xk+1)∥α] ≤ (1− θk)∥mk −∇f(xk)∥α + Lα
1 (2 + θ1−α

k )(1− θk)
αηαk + 2σαθαk ,

which together with θk ∈ (0, 1] and α ∈ (1, 2] implies that (41) holds.

The following lemma establishes a descent property for the potential sequence {Pk} defined below.
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Lemma 7. Suppose that Assumption 1 holds. Let {(xk,mk)} be the sequence generated by Algorithm 1

with input parameters {(ηk, θk)}, and L1, σ, and α be given in Assumption 1, and let {Pk} be defined in

(34) for {(xk,mk)} and any nonincreasing positive sequence {pk}. Then it holds that for all k ≥ 0,

Eξk+1 [Pk+1] ≤ Pk − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk/α)
α/(α−1)

(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk. (44)

Proof. Fix any k ≥ 0. By Lemma 4 with (x+, x,m, η) = (xk+1, xk,mk, ηk), one has

f(xk+1) ≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k. (45)

Combining this with (34) and (41), we obtain that

Eξk+1 [Pk+1]
(34)
= Eξk+1 [f(xk+1) + pk+1∥mk+1 −∇f(xk+1)∥α]

(41)(45)

≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k

+ (1− θk)pk+1∥mk −∇f(xk)∥α + 3Lα
1 θ

1−α
k ηαk pk+1 + 2σαθαk pk+1

≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k

+ (1− θk)pk∥mk −∇f(xk)∥α + 3Lα
1 θ

1−α
k ηαk pk + 2σαθαk pk, (46)

where the last inequality follows from the fact that {pk} is nonincreasing. In addition, letting α′ =

α/(α− 1) and using the Young’s inequality, we have

2ηk∥∇f(xk)−mk∥ ≤
(
(αθkpk)

1/α∥∇f(xk)−mk∥
)α

α
+

(
2ηk/(αθkpk)

1/α
)α′

α′

= θkpk∥∇f(xk)−mk∥α +
(α− 1)(2ηk)

α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
.

This together with (46) implies that

Eξk+1 [Pk+1] ≤ f(xk) + pk∥mk −∇f(xk)∥α − ηk∥∇f(xk)∥+
L1

2
η2k

+
(α− 1)(2ηk)

α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk.

The conclusion (44) then follows from this and (34).

We are now ready to prove Theorem 1.

Proof of Theorem 1. Let {(xk,mk)} be generated by Algorithm 1 with {(ηk, θk)} given in (9), and

{Pk} be defined in (34) with such {(xk,mk)} and the following {pk}:

pk = (k + 1)(α
2−3α+2)/(3α−2) ∀k ≥ 0. (47)

Since α ∈ (1, 2], one can see that {pk} is nonincreasing. Also, observe from (9) that {ηk} ⊂ (0,+∞) and

{θk} ⊂ (0, 1]. Hence, {(ηk, θk, pk)} satisfies the assumptions in Lemma 7 and Algorithm 1. In addition,

by (34) and (47), one has that

E[P0] = f(x0) + p0E[∥m0 −∇f(x0)∥α] = f(x0) + E[∥G(x0; ξ0)−∇f(x0)∥α] ≤ f(x0) + σα, (48)
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E[PK ] = E[f(xK) + pK∥mK −∇f(xK)∥α] ≥ E[f(xK)] ≥ flow. (49)

Taking expectation on both sides of (44) with respect to {ξi}k+1
i=0 , we have

E[Pk+1] ≤ E[Pk]− ηkE[∥∇f(xk)∥] +
L1

2
η2k +

(α− 1)(2ηk/α)
α/(α−1)

(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk ∀k ≥ 0.

Summing up this inequality over k = 0, . . . ,K − 1, and using (48) and (49), we obtain that for all K ≥ 1,

flow
(49)

≤ E[PK ]

≤ E[P0]−
K−1∑
k=0

ηkE[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk

)
(48)

≤ f(x0) + σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk

)
,

(50)

where the last inequality follows from (48) and the fact that {ηk} is nonincreasing. Rearranging the

terms in (50), and using (8), (9), and (47), we obtain that for all K ≥ 3,

1

K

K−1∑
k=0

E[∥∇f(xk)∥]

(50)

≤ f(x0)− flow + σα

KηK−1
+

1

KηK−1

K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk

)
(9)(47)
=

f(x0)− flow + σα

K(α−1)/(3α−2)
+

1

K(α−1)/(3α−2)

K−1∑
k=0

( L1

2(k + 1)2(2α−1)/(3α−2)
+

(α− 1)(2/α)α/(α−1) + 3Lα
1 + 2σα

k + 1

)
≤ 2(f(x0)− flow + σα + L1 + (α− 1)(2/α)α/(α−1) + 3Lα

1 + 2σα) lnK

K(α−1)/(3α−2)

(8)
=

M1,α lnK

K(α−1)/(3α−2)
,

where the second inequality follows from
∑K−1

k=0 1/(k + 1) ≤ 2 lnK due to (37) and K ≥ 3, and∑K−1
k=0 1/(k+1)2(2α−1)/(3α−2) ≤ (3α− 2)2α/(3α−2)/α < 4 due to (37) and (3α− 2)/α ∈ (1, 2]. Recall that

ιK is uniformly selected from {0, . . . ,K − 1}. It then follows from this and the above inequality that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ M1,α lnK

K(α−1)/(3α−2)
∀K ≥ 3. (51)

In addition, by Lemma 3 with (β, u, v) = ((α− 1)/(3α− 2), (α− 1)ϵ/(2(3α− 2)M1,α),K), one can see

that

K−(α−1)/(3α−2) lnK ≤ ϵ

M1,α
∀K ≥

(2(3α− 2)M1,α

(α− 1)ϵ
ln
(2(3α− 2)M1,α

(α− 1)ϵ

))(3α−2)/(α−1)
,

which together with (51) implies that Theorem 1 holds.

We next prove Theorem 2.
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Proof of Theorem 2. Let {(xk,mk)} be generated by Algorithm 1 with {(ηk, θk)} given in (11), and

{Pk} be defined in (34) with such {(xk,mk)} and the following {pk}:

pk = (k + 1)(2α
2−5α+2)/(4α) ∀k ≥ 0. (52)

Since α ∈ (1, 2], one can see that {pk} is nonincreasing. Also, observe from (11) that {ηk} ⊂ (0,+∞)

and {θk} ⊂ (0, 1]. Hence, {(ηk, θk, pk)} defined in (11) and (52) satisfies the assumptions in Lemma 7

and Algorithm 1. By (11), (52), and similar arguments as those for deriving (50), one has that for all

K ≥ 1,

flow ≤ f(x0) + σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk

)
.

Rearranging the terms of this inequality, and using (10), (11), and (52), we obtain that for all K ≥ 3,

1

K

K−1∑
k=0

E[∥∇f(xk)∥]

≤ f(x0)− flow + σα

KηK−1
+

1

KηK−1

K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk)1/(α−1)
+ 3Lα

1 θ
1−α
k ηαk pk + 2σαθαk pk

)
(11)(52)
=

f(x0)− flow + σα

K1/4
+

1

K1/4

K−1∑
k=0

( L1

2(k + 1)3/2
+

(α− 1)(2/α)α/(α−1) + 2σα

(k + 1)(5α−2)/(4α)
+

3Lα
1

(k + 1)(7α−α2−2)/(4α)

)
≤ f(x0)− flow + σα

K1/4
+

1

K1/4

K−1∑
k=0

(L1/2 + 3Lα
1 + ((α− 1)(2/α)α/(α−1) + 2σα)K(2−α)/(4α)

k + 1

)
≤ 2(f(x0)− flow + σα + L1/2 + 3Lα

1 ) lnK

K1/4
+

2((α− 1)(2/α)α/(α−1) + 2σα) lnK

K(α−1)/(2α)

(10)
=

M̃1,α lnK

K1/4
+

M̂1,α lnK

K(α−1)/(2α)
,

where the second inequality follows from (5α− 2)/(4α) ≤ 1 and (7α−α2 − 2)/(4α) ≥ 1 due to α ∈ (1, 2],

and the last inequality follows from
∑K−1

k=0 1/(k + 1) ≤ 2 lnK due to (37) and K ≥ 3. Recall that ιK is

uniformly selected from {0, . . . ,K − 1}. It follows from this and the above inequality that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ M̃1,α lnK

K1/4
+

M̂1,α lnK

K(α−1)/(2α)
∀K ≥ 3. (53)

In addition, by Lemma 3 with (β, u, v) = (1/4, ϵ/(16M̃1,α),K) and (β, u, v) = ((α − 1)/(2α), (α −
1)ϵ/(8αM̂1,α),K), one can see that

K−1/4 lnK ≤ ϵ

2M̃1,α

∀K ≥
(16M̃1,α

ϵ
ln
(16M̃1,α

ϵ

))4
,

K−(α−1)/(2α) lnK ≤ ϵ

2M̂1,α

∀K ≥
( 8αM̂1,α

(α− 1)ϵ
ln
( 8αM̂1,α

(α− 1)ϵ

))2α/(α−1)
,

which together with (53) imply that Theorem 2 holds.
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5.2 Proof of the main results in Section 3.2

In this subsection, we first establish several technical lemmas and then use them to prove Theorems 3

and 4.

Before proceeding, we present the well-known Weierstrass product inequalities (see, e.g., [16]). For

any given {at}mt=1 ⊂ (0, 1), it holds that

1−
m∑
t=1

at ≤
m∏
t=1

(1− at) ≤
1

1 +
∑m

t=1 at
. (54)

We next present an auxiliary lemma that will be used subsequently.

Lemma 8.
∏

s≥1,s ̸=t(1− t2/s2) = (−1)t−1/2 holds for any positive integer t.

Proof. Fix any positive integer t. Let ϕ(a) =
∏

s≥1,s ̸=t(1 − a2/s2) for any a ≥ 0. Observe that the

sequence {ur} is decreasing and ur ≥ 0 when r ≥ a + 1, where ur =
∏

a+1≤s≤r,s ̸=t(1 − a2/s2). This

implies that ϕ(a) is well-defined for all a ≥ 0. In addition, it is well-known that the normalized sinc

function sin(πy)/(πy) can be represented as the infinite product
∏∞

s=1(1− y2/s2) for all y ∈ R. By this,

one can see that

ϕ(a) =

∏∞
s=1(1− a2/s2)

1− a2/t2
=

sin(πa)

πa(1− a2/t2)
∀a ̸= t.

It then follows that

lim
a→t

ϕ(a) = lim
a→t

sin(πa)

πa(1− a2/t2)
= lim

a→t

cos(πa)

1− 3a2/t2
=

(−1)t−1

2
, (55)

where the second equality is due to L’Hôpital’s rule. Thus, to prove this lemma, it suffices to show that

ϕ(a) is continuous at a = t. To this end, we define a sequence of functions {ϕr} as follows:

ϕr(a) =
∏

1≤s≤r,s̸=t

(1− a2/s2) ∀a ≥ 0

for each r ≥ 1. We next show that ϕr converges uniformly to ϕ on [0, 2t]. Indeed, let R ∈ [4t,∞) be

arbitrarily chosen, and fix any r1, r2 satisfying r2 > r1 > R. Observe that

|ϕr1(a)− ϕr2(a)| =
(
1−

∏
r1+1≤s≤r2

(1− a2/s2)
)∣∣∣ ∏

1≤s≤r1,s ̸=t

(1− a2/s2)
∣∣∣ ∀a ∈ [0, 2t]. (56)

In addition, one has

∏
r1+1≤s≤r2

(1− a2/s2)
(54)

≥ 1−
∞∑

s=r1+1

(a2/s2) ≥ 1−
∞∑

s=r1+1

a2

s(s− 1)
= 1− a2

r1
≥ 1− a2

R
∀a ∈ [0, 2t],

which, together with (56) and r2 > r1 > R, implies that

|ϕr1(a)− ϕr2(a)| ≤
a2|

∏
1≤s≤r1,s ̸=t(1− a2/s2)|

R

≤
a2

∏
1≤s≤⌈a⌉−1,s ̸=t(a

2/s2 − 1)

R
≤

4t2
∏

1≤s≤2t−1(4t
2/s2 − 1)

R
∀a ∈ [0, 2t], 5

5∏
1≤s≤⌈a⌉−1,s̸=t(a

2/s2 − 1) is set to 1 if a ∈ [0, 1].
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where the second inequality follows from (1− a2/s2) ∈ [0, 1] for all s ≥ ⌈a⌉, and the last inequality is

due to a ≤ 2t. By this and the choice of r1, r2, and R, one can conclude that {ϕr} converges uniformly

to ϕ on [0, 2t], which together with the continuity of ϕr for each r ≥ 1 implies that ϕ is continuous on

[0, 2t]. Hence, one has ϕ(t) = lima→t ϕ(a), which along with (55) and the definition of ϕ implies that

this lemma holds.

The following lemma provides a set of choices for (γk,t, θk,t) that satisfy (23) and (24).

Lemma 9. Let {γk} ⊂ (0, 1/2] and a positive integer q be given, and

γk,t = γk/t
2, θk,t =

∏
1≤s≤q,s̸=t(1− s2/γk)

(t2/γk)
∏

1≤s≤q,s̸=t((t
2 − s2)/γk)

∀1 ≤ t ≤ q, k ≥ 0. (57)

Then {(γk,t, θk,t)} satisfies (23). Moreover, it holds that

q∑
t=1

θk,t ∈
( γk
1 + π2/6

, 2γk

)
⊂ (0, 1), |θk,t| ≤

4γk
t2

∀1 ≤ t ≤ q, k ≥ 0. (58)

Proof. Fix any k ≥ 0. We first prove that {(γk,t, θk,t)} satisfies (23). For convenience, we denote the

coefficient matrix in (23) as

Γ =


1/γk,1 1/γk,2 · · · 1/γk,q
1/γ2k,1 1/γ2k,2 · · · 1/γ2k,q

...
...

...
...

1/γqk,1 1/γqk,2 · · · 1/γqk,q

 ∈ Rq×q.

In addition, we define a matrix V ∈ Rq×q, whose t-th row [vt1 · · · vtq] consists of the coefficients of the

polynomial

ht(α) =
α
∏

1≤s≤q,s̸=t(α− 1/γk,s)

(1/γk,t)
∏

1≤s≤q,s̸=t(1/γk,t − 1/γk,s)
= vt1α+ vt2α

2 + · · ·+ vtqα
q ∀1 ≤ t ≤ q,

which satisfies ht(1/γk,t) = 1 and ht(1/γk,s) = 0 for all s ̸= t. By the definitions of ht, Γ, and V , one has

V Γ =


∑q

s=1 v1s/γ
s
k,1

∑q
s=1 v1s/γ

s
k,2 · · ·

∑q
s=1 v1s/γ

s
k,q∑q

s=1 v2s/γ
s
k,1

∑q
s=1 v2s/γ

s
k,2 · · ·

∑q
s=1 v2s/γ

s
k,q

...
...

...
...∑q

s=1 vqs/γ
s
k,1

∑q
s=1 vqs/γ

s
k,2 · · ·

∑q
s=1 vqs/γ

s
k,q



=


h1(1/γk,1) h1(1/γk,2) · · · h1(1/γk,q)

h2(1/γk,1) h2(1/γk,2) · · · h2(1/γk,q)
...

...
...

...

hq(1/γk,1) hq(1/γk,2) · · · hq(1/γk,q)

 = I,

where I is the q × q identity matrix. Hence, we have V = Γ−1. In view of this and the definition of V ,

one can see that the solution to (23) is unique and can be written as
θk,1
θk,2
...

θk,q

 = V


1

1
...

1

 =


h1(1)

h2(1)
...

hq(1)

 , (59)
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which together with the definition of ht implies that {(γk,t, θk,t)} satisfies (23).

To prove the first relation in (58), we first establish the following equality:

q∑
t=1

θk,t = 1−
∏q

t=1(1/γk,t − 1)∏q
t=1 1/γk,t

. (60)

Notice from (59) that θk,t = ht(1) for each 1 ≤ t ≤ q. Let h(α) =
∑q

t=1 ht(α). It then follows that

q∑
t=1

θk,t =

q∑
t=1

ht(1) = h(1). (61)

Also, observe that ht(0) = 0 for 1 ≤ t ≤ q. By this, ht(1/γk,t) = 1 and ht(1/γk,s) = 0 for all 1 ≤ s ≤ q

and s ̸= t, one can see that h satisfies h(0) = 0 and h(1/γk,t) = 1 for all 1 ≤ t ≤ q. Using these and the

fact that 1/γk,t, 1 ≤ t ≤ q, are distinct, we conclude that h is uniquely given by

h(α) = 1−
∏q

t=1(1/γk,t − α)∏q
t=1 1/γk,t

,

which along with (61) implies that (60) holds as desired.

We are now ready to prove the first relation in (58). Substituting the definition of {γk,t} given in

(57) into (60), we obtain

q∑
t=1

θk,t
(57)
= 1−

∏
1≤t≤q(t

2/γk − 1)∏
1≤t≤q(t

2/γk)
= 1−

∏
1≤t≤q

(
1− γk

t2

)
. (62)

It follows from (54) that

1− γk

q∑
t=1

1

t2
≤

∏
1≤t≤q

(
1− γk

t2

)
≤ 1

1 + γk
∑q

t=1(1/t
2)
.

Using these, (62), and the identity
∑∞

t=1(1/t
2) = π2/6, we obtain that

γk
1 + π2/6

<
γk

∑q
t=1(1/t

2)

1 + γk
∑q

t=1(1/t
2)

≤
q∑

t=1

θk,t ≤ γk

q∑
t=1

1

t2
≤ π2γk

6
< 2γk,

where the first inequality is due to γk
∑q

t=1(1/t
2) < π2/6 and

∑q
t=1(1/t

2) ≥ 1. The above inequalities

along with γk ∈ (0, 1/2] implies that the first relation in (58) holds. In addition, by (57), γk ∈ (0, 1/2],

and Lemma 8, one can see that for all 1 ≤ t ≤ q,

|θk,t| =
∏

1≤s≤q(s
2/γk − 1)∏

1≤s≤q(s
2/γk)

·
∏

1≤s≤q,s̸=t(s
2/γk)

|
∏

1≤s≤q,s̸=t((t
2 − s2)/γk)|

· 1

t2/γk − 1

=

∏
1≤s≤q(1− γk/s

2)

|
∏

1≤s≤q,s̸=t(t
2/s2 − 1)|

· 1

t2/γk − 1
≤

∏
1≤s≤q(1− γk/s

2)

|
∏

s≥1,s ̸=t(t
2/s2 − 1)|

· 1

t2/γk − 1

=
2
∏

1≤s≤q(1− γk/s
2)

t2/γk − 1
≤ 2

t2/γk − 1
≤ 4γk

t2
,

where the first inequality is due to |
∏

s≥q+1(t
2/s2 − 1)| ≤ 1, the third equality follows from Lemma 8,

the second inequality is due to
∏

1≤s≤q(1− γk/s
2) ∈ (0, 1), and the last inequality is due to γk ∈ (0, 1/2]

and t ≥ 1. Hence, the second relation in (58) also holds, which completes the proof of this lemma.
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The next lemma shows that {(γk,t, θk,t)} satisfying (23) can lead to the following important identity

that will be used for the subsequent analysis.

Lemma 10. Suppose that Assumptions 1 and 2 hold. Let Rp(·, ·) be defined in (5), and {xk} and {zk,t}
be generated by Algorithm 2 with input parameters q = p− 1 and {(γk,t, θk,t)} satisfying (23), where p is

given in Assumption 2. Then it holds that for all k ≥ 0,

∇f(xk+1) =
(
1−

p−1∑
t=1

θk,t

)
∇f(xk) +

p−1∑
t=1

θk,t∇f(zk+1,t) +Rp(x
k+1, xk)−

p−1∑
t=1

θk,tRp(z
k+1,t, xk). (63)

Proof. Fix any k ≥ 0. It follows from (12) with q = p− 1 that

zk+1,t − xk =
1

γk,t
(xk+1 − xk) ∀1 ≤ t ≤ p− 1. (64)

By this and (23), one has that

∇f(xk+1)
(23)
= ∇f(xk+1)−

p∑
r=2

((
1−

p−1∑
t=1

θk,t

γr−1
k,t

) 1

(r − 1)!
∇rf(xk)(xk+1 − xk)r−1

)
= ∇f(xk+1)−

p∑
r=2

1

(r − 1)!
∇rf(xk)(xk+1 − xk)r−1 +

p−1∑
t=1

p∑
r=2

θk,t

(r − 1)!γr−1
k,t

∇rf(xk)(xk+1 − xk)r−1

(64)
= ∇f(xk+1)−

p∑
r=2

1

(r − 1)!
∇rf(xk)(xk+1 − xk)r−1 +

p−1∑
t=1

p∑
r=2

θk,t
(r − 1)!

∇rf(xk)(zk+1,t − xk)r−1

=
(
1−

p−1∑
t=1

θk,t

)
∇f(xk) +

p−1∑
t=1

θk,t∇f(zk+1,t) +
(
∇f(xk+1)−

p∑
r=1

1

(r − 1)!
∇rf(xk)(xk+1 − xk)r−1

)
−

p−1∑
t=1

θk,t

(
∇f(zk+1,t)−

p∑
r=1

1

(r − 1)!
∇rf(xk)(zk+1,t − xk)r−1

)
,

which along with the definition of Rp in (5) implies that (63) holds.

The following lemma presents a recurrence relation for the estimation error of the gradient estimators

{mk} generated by Algorithm 2.

Lemma 11. Suppose that Assumptions 1 and 2 hold. Let {(xk,mk)} be the sequence generated by

Algorithm 2 with input parameters q = p− 1, {ηk}, and {(γk,t, θk,t)} satisfying (23) and (24). Then we

have

Eξk+1 [∥mk+1 −∇f(xk+1)∥α] ≤
(
1−

p−1∑
t=1

θk,t

)
∥mk −∇f(xk)∥α

+
3pα−1Lα

p

(p!)α

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σα

p−1∑
t=1

|θk,t|α ∀k ≥ 0, (65)

where L1, σ, α, p, and Lp are given in Assumptions 1 and 2, respectively.

Proof. Fix any k ≥ 0. It follows from (13), (63), and q = p− 1 that

∇f(xk+1)−mk+1 =
(
1−

p−1∑
t=1

θk,t

)
(∇f(xk)−mk) +

p−1∑
t=1

θk,t(∇f(zk+1,t)−G(zk+1,t; ξk+1))
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+Rp(x
k+1, xk)−

p−1∑
t=1

θk,tRp(z
k+1,t, xk). (66)

Observe from Algorithm 2 and Assumption 1 that ∥xk+1 − xk∥ = ηk, ∥zk+1,t − xk∥ = ηk/γk,t,

Eξk+1 [G(zk+1,t; ξk+1)−∇f(zk+1,t)] = 0, and Eξk+1 [∥∇f(zk+1,t)−G(zk+1,t; ξk+1)∥α] ≤ σα for all 1 ≤ t ≤
p− 1. Using these, (35), (36), (42), (66), and Lemma 5, we obtain that for all c > 0,

Eξk+1 [∥∇f(xk+1)−mk+1∥α]

(66)
= Eξk+1

[∥∥∥(1− p−1∑
t=1

θk,t

)
(∇f(xk)−mk) +

p−1∑
t=1

θk,t(∇f(zk+1,t)−G(zk+1,t; ξk+1))

+Rp(x
k+1, xk)−

p−1∑
t=1

θk,tRp(z
k+1,t, xk)

∥∥∥α]
(35)

≤
∥∥∥(1− p−1∑

t=1

θk,t

)
(∇f(xk)−mk) +Rp(x

k+1, xk)−
p−1∑
t=1

θk,tRp(z
k+1,t, xk)

∥∥∥α
+ 2Eξk+1

[∥∥∥ p−1∑
t=1

θk,t(∇f(zk+1,t)−G(zk+1,t; ξk+1))
∥∥∥α]

(36)

≤ (1 + c)
(
1−

p−1∑
t=1

θk,t

)α
∥∇f(xk)−mk∥α + (2 + (α− 1)α−1c1−α)

∥∥∥Rp(x
k+1, xk)−

p−1∑
t=1

θk,tRp(z
k+1,t, xk)

∥∥∥α
+ 2Eξk+1

[∥∥∥ p−1∑
t=1

θk,t(∇f(zk+1,t)−G(zk+1,t; ξk+1))
∥∥∥α]

≤ (1 + c)
(
1−

p−1∑
t=1

θk,t

)α
∥∇f(xk)−mk∥α

+ pα−1(2 + (α− 1)α−1c1−α)
(
∥Rp(x

k+1, xk)∥α +

p−1∑
t=1

|θk,t|α∥Rp(z
k+1,t, xk)∥α

)
+ 2(p− 1)α−1

p−1∑
t=1

|θk,t|αEξk+1 [∥∇f(zk+1,t)−G(zk+1,t; ξk+1)∥α]

≤ (1 + c)
(
1−

p−1∑
t=1

θk,t

)α
∥∇f(xk)−mk∥α

+
pα−1Lα

p

(p!)α
(2 + (α− 1)α−1c1−α)ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σα

p−1∑
t=1

|θk,t|α, (67)

where the first inequality is due to (35), and the fact that Eξk+1 [G(zk+1,t; ξk+1)−∇f(zk+1,t)] = 0 for all

1 ≤ t ≤ p−1, the third inequality follows from ∥
∑m

t=1wt∥α ≤ mα−1
∑m

t=1 ∥wt∥α because of the convexity

of ∥ · ∥α, and the last inequality follows from Lemma 5, ∥xk+1 − xk∥ = ηk, ∥zk+1,t − xk∥ = ηk/γk,t, and

Eξk+1 [∥∇f(zk+1,t)−G(zk+1,t; ξk+1)∥α] ≤ σα for all 1 ≤ t ≤ p− 1.

Letting c = (1−
∑p−1

t=1 θk,t)
1−α − 1 in (67), and using

∑p−1
t=1 θk,t ∈ (0, 1) (see (24)) and α ∈ (1, 2], we

obtain that

c1−α =
( 1

(1−
∑p−1

t=1 θk,t)
α−1

− 1
)1−α

≤
( 1

1− (α− 1)
∑p−1

t=1 θk,t
− 1

)1−α
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=
(1− (α− 1)

∑p−1
t=1 θk,t

(α− 1)
∑p−1

t=1 θk,t

)α−1
≤

(
(α− 1)

p−1∑
t=1

θk,t

)1−α
,

where the first inequality follows from (1− τ)β ≤ 1− βτ for all τ ∈ (−∞, 1) and β ∈ [0, 1]. Combining

the above inequality with (67), one can obtain that

Eξk+1 [∥∇f(xk+1)−mk+1∥α] ≤
(
1−

p−1∑
t=1

θk,t

)
∥∇f(xk)−mk∥α

+
pα−1Lα

p

(p!)α

(
2 +

( p−1∑
t=1

θk,t

)1−α)
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σα

p−1∑
t=1

|θk,t|α,

which together with
∑p−1

t=1 θk,t ∈ (0, 1) and α ∈ (1, 2] implies that (65) holds.

The following lemma establishes a descent property for the potential sequence {Pk} defined below.

Lemma 12. Suppose that Assumptions 1 and 2 hold. Let {(xk,mk)} be generated by Algorithm 2 with

input parameters q = p− 1, {ηk}, and {(γk,t, θk,t)} satisfying (23) and (24). Let L1, σ, and α be given

in Assumption 1, p and Lp be given in Assumption 2, and {Pk} be defined in (34) for {(xk,mk)} and

any positive sequence {pk} that satisfies (1−
∑p−1

t=1 θk,t)pk+1 ≤ (1−
∑p−1

t=1 θk,t/10)pk for all k ≥ 0. Then

it holds that for all k ≥ 0,

Eξk+1 [Pk+1] ≤ Pk − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α. (68)

Proof. Fix any k ≥ 0. By Lemma 4 with (x+, x,m, η) = (xk+1, xk,mk, ηk), one has

f(xk+1) ≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k. (69)

Combining this with (34) and (65), we obtain that

Eξk+1 [Pk+1]
(34)
= Eξk+1 [f(xk+1) + pk+1∥∇f(xk+1)−mk+1∥α]

(65)(69)

≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k +

(
1−

p−1∑
t=1

θk,t

)
pk+1∥∇f(xk)−mk∥α

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α

≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k +

(
1−

p−1∑
t=1

θk,t/10
)
pk∥∇f(xk)−mk∥α

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α, (70)

where the last inequality is due to (1 −
∑p−1

t=1 θk,t)pk+1 ≤ (1 −
∑p−1

t=1 θk,t/10)pk. In addition, letting

α′ = α/(α− 1) and using the Young’s inequality, we have that

2ηk∥∇f(xk)−mk∥ ≤
((αpk

∑p−1
t=1 θk,t/10)

1/α∥∇f(xk)−mk∥)α

α
+

(2ηk/(αpk
∑p−1

t=1 θk,t/10)
1/α)α

′

α′
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=
pk

∑p−1
t=1 θk,t
10

∥∇f(xk)−mk∥α +
(α− 1)(2ηk)

α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

.

This together with (70) implies that

Eξk+1 [Pk+1] ≤ f(xk) + pk∥mk −∇f(xk)∥α − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α.

The conclusion (68) then follows from this relation and (34).

We next establish some properties for a specific choice of {(γk,t, θk,t)} and {pk}, which will be used

to prove Theorem 3 subsequently.

Lemma 13. Let {(γk,t, θk,t)} be defined in (16) and (17), and let {pk} be defined as

pk = (k + 4)(p(α−1)2−α+1)/(p(2α−1)+α−1) ∀k ≥ 0. (71)

Then (23) and (24) hold for such {(γk,t, θk,t)}, and moreover, (1−
∑p−1

t=1 θk,t)pk+1 ≤ (1−
∑p−1

t=1 θk,t/10)pk
holds for all k ≥ 0.

Proof. Fix any k ≥ 0. Notice that pα/(p(2α− 1) + α− 1) ∈ (1/2, 1) for all p ≥ 2 and α ∈ (1, 2]. It then

follows from (17) that γk = 1/(k + 4)pα/(p(2α−1)+α−1) ∈ (0, 1/2). By this, (16), and Lemma 9, one can

see that (23) and (24) hold for {(γk,t, θk,t)} that is defined in (16) and (17). In addition, observe that

1−
∑p−1

t=1 θk,t/10

1−
∑p−1

t=1 θk,t
= 1 +

9
∑p−1

t=1 θk,t

10(1−
∑p−1

t=1 θk,t)
≥ 1 +

9
∑p−1

t=1 θk,t
10

(58)

≥ 1 +
9γk

10(1 + π2/6)

(17)
= 1 +

9

10(1 + π2/6)(k + 4)pα/(p(2α−1)+α−1)
> 1 +

9

10(1 + π2/6)(k + 4)
> 1 +

1

3(k + 4)
, (72)

where the first inequality follows from
∑p−1

t=1 θk,t ∈ (0, 1), and the third inequality is due to pα/(p(2α−
1) + α− 1) < 1 for all p ≥ 1 and α ∈ (1, 2]. Also, note that

pk+1

pk
=

(
1 +

1

k + 4

)(p(α−1)2−α+1)/(p(2α−1)+α−1)
≤

(
1 +

1

k + 4

)1/3
≤ 1 +

1

3(k + 4)
,

where the first inequality follows from (p(α− 1)2 − α+ 1)/(p(2α− 1) + α− 1) ≤ 1/3 for all p ≥ 1 and

α ∈ (1, 2], and the last inequality is due to (1 + τ)β ≤ 1 + τβ for all τ > −1 and β ∈ [0, 1]. The above

relation together with (72) implies that (1−
∑p−1

t=1 θk,t)pk+1 ≤ (1−
∑p−1

t=1 θk,t/10)pk holds.

We are now ready to prove Theorem 3.

Proof of Theorem 3. Let {(xk,mk)} be generated by Algorithm 2 with {(ηk, γk,t, θk,t)} defined in

(15) and (16), and let {Pk} be defined in (34) with such {(xk,mk)} and {pk} given in (71). By Lemma

13, one can see that such {(ηk, γk,t, θk,t, pk)} satisfies the assumptions in Lemma 12 and Algorithm 2. In

addition, by (34) and (71), one has that

E[P0] = f(x0) + p0E[∥m0 −∇f(x0)∥α]

≤ f(x0) + 4(p(α−1)2−α+1)/(p(2α−1)+α−1)E[∥G(x0; ξ0)−∇f(x0)∥α] ≤ f(x0) + 41/3σα, (73)
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E[PK ] = E[f(xK) + pK∥mK −∇f(xK)∥α] ≥ E[f(xK)] ≥ flow, (74)

where the inequality in (73) is due to (p(α− 1)2 − α+ 1)/(p(2α− 1) + α− 1) ≤ 1/3 for all p ≥ 1 and

α ∈ (1, 2], and E[∥G(x0; ξ0)−∇f(x0)∥α] ≤ σα for all 1 ≤ t ≤ p− 1. Taking expectation on both sides of

(68) with respect to {ξi}0≤i≤k+1, we have

E[Pk+1] ≤ E[Pk]− ηkE[∥∇f(xk)∥] +
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α ∀k ≥ 0.

Summing up this inequality over k = 0, . . . ,K − 1, and using (73) and (74), we obtain that for all K ≥ 1,

flow
(74)

≤ E[PK ] ≤ E[P0]−
K−1∑
k=0

ηkE[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

+
3pα−1Lα

p

(p!)α
pk+1

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 2(p− 1)α−1σαpk+1

p−1∑
t=1

|θk,t|α
)

(73)

≤ f(x0) + 41/3σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(pk
∑p−1

t=1 θk,t/10)
1/(α−1)

+
6pα−1Lα

p

(p!)α
pk

( p−1∑
t=1

θk,t

)1−α
ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 4(p− 1)α−1σαpk

p−1∑
t=1

|θk,t|α
)

≤ f(x0) + 41/3σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

301/(α−1)(α− 1)(2/α)α/(α−1)η
α/(α−1)
k

(pkγk)1/(α−1)

+
18pα−1Lα

p

(p!)α
pkγ

1−α
k ηαpk

(
1 +

p−1∑
t=1

|θk,t|α

γαpk,t

)
+ 64(p− 1)ασαpkγ

α
k

)
≤ f(x0) + 41/3σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

301/(α−1)(α− 1)(2/α)α/(α−1)η
α/(α−1)
k

(pkγk)1/(α−1)

+
18pα−1Lα

p

(p!)α
pkγ

1−α
k ηαpk

(
1 + 16γα−αp

k

p−1∑
t=1

t2α(p−1)
)
+ 64(p− 1)ασαpkγ

α
k

)
≤ f(x0) + 41/3σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

301/(α−1)(α− 1)(2/α)α/(α−1)η
α/(α−1)
k

(pkγk)1/(α−1)

+
306p2αpLα

p

(p!)α
pkγ

1−αp
k ηαpk + 64(p− 1)ασαpkγ

α
k

)
, (75)

where the third inequality follows from (73), pk+1 ≤ 2pk for all k ≥ 0 due to (71), and the fact that

{ηk} is nonincreasing, the fourth inequality is due to
∑p−1

t=1 θk,t ∈ (γk/3, 2γk) and |θk,t| ≤ 4γk/t
2 ≤ 4γk

for all 1 ≤ t ≤ p− 1 because of (58), the fifth inequality follows from |θk,t|α/γαpk,t ≤ 4αγα−αp
k t2α(p−1) ≤

16γα−αp
k t2α(p−1) because of (58) and (16), and the last inequality is due to 1 + 16γα−αp

k

∑p−1
t=1 t

2α(p−1) ≤
17γα−αp

k

∑p−1
t=1 t

2α(p−1) ≤ 17p2αp−2α+1γα−αp
k . Rearranging the terms in (75), and using (14), (15), (17),

and (71), we obtain that for all K ≥ 5,

1

K

K−1∑
k=0

E[∥∇f(xk)∥]
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(75)

≤ f(x0)− flow + 41/3σα

KηK−1
+

1

KηK−1

K−1∑
k=0

(L1

2
η2k +

301/(α−1)(α− 1)(2/α)α/(α−1)η
α/(α−1)
k

(pkγk)1/(α−1)

+
306p2αpLα

p

(p!)α
pkγ

1−αp
k ηαpk + 64(p− 1)ασαpkγ

α
k

)
(15)(17)(71)

=
(f(x0)− flow + 41/3σα)(K + 3)(pα+α−1)/(p(2α−1)+α−1)

K

+
(K + 3)(pα+α−1)/(p(2α−1)+α−1)

K

K−1∑
k=0

( L1

2(k + 4)2(pα+α−1)/(p(2α−1)+α−1)

+
301/(α−1)(α− 1)(2/α)α/(α−1) + 306p2αpLα

p /(p!)
α + 64(p− 1)ασα

k + 4

)
≤ 2(f(x0)− flow + 41/3σα)

Kp(α−1)/(p(2α−1)+α−1)
+

2

Kp(α−1)/(p(2α−1)+α−1)

K−1∑
k=0

( L1

2(k + 4)2(pα+α−1)/(p(2α−1)+α−1)

+
301/(α−1)(α− 1)(2/α)α/(α−1) + 306p2αpLα

p /(p!)
α + 64(p− 1)ασα

k + 4

)
≤ 2(f(x0)− flow + 41/3σα)

Kp(α−1)/(p(2α−1)+α−1)
+

2

Kp(α−1)/(p(2α−1)+α−1)

×
K−1∑
k=0

(L1/2 + 301/(α−1)(α− 1)(2/α)α/(α−1) + 306p2αpLα
p /(p!)

α + 64(p− 1)ασα

k + 4

)
≤

4(f(x0)− flow + 41/3σα + L1/2 + 301/(α−1)(α− 1)(2/α)α/(α−1) + 306p2αpLα
p /(p!)

α + 64(p− 1)ασα) lnK

Kp(α−1)/(p(2α−1)+α−1)

(14)
=

Mp,α lnK

Kp(α−1)/(p(2α−1)+α−1)
,

where the second inequality follows from (K + 3)(pα+α−1)/(p(2α−1)+α−1) ≤ 2K(pα+α−1)/(p(2α−1)+α−1) for

all K ≥ 5, the third inequality is due to 2(pα+α− 1)/(p(2α− 1)+α− 1) ≥ 1 for all p ≥ 1 and α ∈ (1, 2],

and the last inequality follows from
∑K−1

k=0 1/(k + 4) ≤ ln(2K/5 + 1) ≤ 2 lnK for all K ≥ 5 due to

(37). Recall that ιK is uniformly selected from {0, . . . ,K − 1}. It then follows from this and the above

inequality that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ Mp,α lnK

Kp(α−1)/(p(2α−1)+α−1)
∀K ≥ 5. (76)

By Lemma 3 with (β, u, v) = (p(α− 1)/(p(2α− 1) + α− 1), p(α− 1)ϵ/(2(p(2α− 1) + α− 1)Mp,α),K),

one can see that K−p(α−1)/(p(2α−1)+α−1) lnK ≤ ϵ/Mp,α for all K satisfying

K ≥
(2(p(2α− 1) + α− 1)Mp,α

p(α− 1)ϵ
ln
(2(p(2α− 1) + α− 1)Mp,α

p(α− 1)ϵ

))(p(2α−1)+α−1)/(p(α−1))
,

which together with (76) implies that Theorem 3.

The following lemma establishes some properties for a specific choice of {(γk,t, θk,t)} and {pk}, which
will be used to prove Theorem 4 subsequently.

Lemma 14. Let {(γk,t, θk,t)} be defined in (21) and (22), and let {pk} be defined as

pk = (k + 4)(2p(α−1)2−α)/(3pα+α) ∀k ≥ 0. (77)
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Then (23) and (24) hold for such {(γk,t, θk,t)}, and moreover, (1−
∑p−1

t=1 θk,t)pk+1 ≤ (1−
∑p−1

t=1 θk,t/10)pk
holds for all k ≥ 0.

Proof. Fix any k ≥ 0. Notice that 2p/(3p + 1) > 1/2 for all p ≥ 2. It then follows from (22) that

γk = 1/(k + 4)2p/(3p+1) ∈ (0, 1/2). By this, (21) and Lemma 9, one can see that (23) and (24) hold for

{(γk,t, θk,t)} that is defined in (21) and (22). In addition, observe that

1−
∑p−1

t=1 θk,t/10

1−
∑p−1

t=1 θk,t
= 1 +

9
∑p−1

t=1 θk,t

10(1−
∑p−1

t=1 θk,t)
≥ 1 +

9
∑p−1

t=1 θk,t
10

(58)

≥ 1 +
9γk

10(1 + π2/6)

(22)
= 1 +

9

10(1 + π2/6)(k + 4)2p/(3p+1)
> 1 +

9

10(1 + π2/6)(k + 4)
> 1 +

1

3(k + 4)
, (78)

where the first inequality follows from
∑p−1

t=1 θk,t ∈ (0, 1), the third inequality follows from 2p/(3p+1) < 1

for all p ≥ 2. Also, note that

pk+1

pk
=

(
1 +

1

k + 4

)(2p(α−1)2−α)/(3pα+α)
≤

(
1 +

1

k + 4

)1/3
≤ 1 +

1

3(k + 4)
,

where the first inequality follows from (2p(α− 1)2 −α)/(3pα+α) ≤ 1/3 for all p ≥ 2 and α ∈ (1, 2], and

the last inequality is due to (1 + τ)β ≤ 1 + τβ for all τ > −1 and β ∈ [0, 1]. The above relation along

with (78) implies that (1−
∑p−1

t=1 θk,t)pk+1 ≤ (1−
∑p−1

t=1 θk,t/10)pk holds.

We are now ready to prove Theorem 4.

Proof of Theorem 4. Let {(xk,mk)} be generated by Algorithm 2 with {(ηk, γk,t, θk,t)} defined in (20),

(21), and (22), and let {Pk} be defined in (34) with such {(xk,mk)} and {pk} given in (77). By Lemma

14, one can see that such {(ηk, γk,t, θk,t, pk)} satisfies the assumptions in Lemma 12 and Algorithm 2.

Using this and similar arguments as those for deriving (75), we obtain that for all K ≥ 1,

flow ≤ f(x0) + 41/3σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

301/(α−1)(α− 1)(2/α)α/(α−1)η
α/(α−1)
k

(pkγk)1/(α−1)

+
306p2αpLα

p

(p!)α
pkγ

1−αp
k ηαpk + 64(p− 1)ασαpkγ

α
k

)
.

Rearranging the terms in this inequality, and using (18), (19), (20), (22), and (77), we obtain that for

all K ≥ 5,

1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ f(x0)− flow + 41/3σα

KηK−1
+

1

KηK−1

K−1∑
k=0

(L1

2
η2k

+
301/(α−1)(α− 1)(2/α)α/(α−1)η

α/(α−1)
k

(pkγk)1/(α−1)
+

306p2αpLα
p

(p!)α
pkγ

1−αp
k ηαpk + 64(p− 1)ασαpkγ

α
k

)
(20)(22)(77)

=
(f(x0)− flow + 41/3σα)(K + 3)(2p+1)/(3p+1)

K
+

(K + 3)(2p+1)/(3p+1)

K

K−1∑
k=0

( L1

2(k + 4)2(2p+1)/(3p+1)

+
301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα

(k + 4)(2p(2α−1)+α)/(3pα+α)
+

306p2pαLα
p /(p!)

α

(k + 4)(p(6α−α2−2)+α)/(3pα+α)

)
≤ 2(f(x0)− flow + 41/3σα)

Kp/(3p+1)
+

2

Kp/(3p+1)

K−1∑
k=0

( L1

2(k + 4)2(2p+1)/(3p+1)
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+
301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα

(k + 4)(2p(2α−1)+α)/(3pα+α)
+

306p2pαLα
p /(p!)

α

(k + 4)(p(6α−α2−2)+α)/(3pα+α)

)
≤ 2(f(x0)− flow + 41/3σα)

Kp/(3p+1)
+

2

Kp/(3p+1)

K−1∑
k=0

L1/2 + 306p2pαLα
p /(p!)

α

k + 4

+
2

Kp/(3p+1)

K−1∑
k=0

(301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα)(K + 3)p(2−α)/(3pα+α)

k + 4

≤ 2(f(x0)− flow + 41/3σα)

Kp/(3p+1)
+

2

Kp/(3p+1)

K−1∑
k=0

L1/2 + 306p2pαLα
p /(p!)

α

k + 4

+
4

Kp/(3p+1)

K−1∑
k=0

(301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα)Kp(2−α)/(3pα+α)

k + 4

≤
4(f(x0)− flow + 41/3σα + L1/2 + 306p2pαLα

p /(p!)
α) lnK

Kp/(3p+1)

+
8(301/(α−1)(α− 1)(2/α)α/(α−1) + 64(p− 1)ασα) lnK

K2p(α−1)/(3pα+α)

(18)(19)
=

M̃p,α lnK

Kp/(3p+1)
+

M̂p,α lnK

K2p(α−1)/(3pα+α)
,

where the second inequality is due to (K + 3)(2p+1)/(3p+1) ≤ 2K(2p+1)/(3p+1) for all K ≥ 5, the third

inequality follows from 2(2p+1)/(3p+1) ≥ 1, (p(6α−α2−2)+α)/(3pα+α) ≥ 1, and (2p(2α−1)+α)/(3pα+

α) ≤ 1 for all p ≥ 1 and α ∈ (1, 2], the fourth inequality is due to (K+3)p(2−α)/(3pα+α) ≤ 2Kp(2−α)/(3pα+α)

for all K ≥ 5, and the last inequality follows from
∑K−1

k=0 1/(k+4) ≤ ln(2K/5+1) ≤ 2 lnK for all K ≥ 5

due to (37). Recall that ιK is uniformly selected from {0, . . . ,K − 1}. It then follows from this and the

above relation that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ M̃p,α lnK

Kp/(3p+1)
+

M̂p,α lnK

K2p(α−1)/(3pα+α)
∀K ≥ 5. (79)

By Lemma 3 with (β, u, v) = (p/(3p + 1), pϵ/(4(3p + 1)M̃p,α),K) and (β, u, v) = (2p(α − 1)/(3pα +

α), p(α− 1)ϵ/(2(3pα+ α)M̂p,α),K), one can see that

K−p/(3p+1) lnK ≤ ϵ

2M̃p,α

∀K ≥
(4(3p+ 1)M̃p,α

pϵ
ln
(4(3p+ 1)M̃p,α

pϵ

))(3p+1)/p
,

K−2p(α−1)/(3pα+α) lnK ≤ ϵ

2M̂p,α

∀K ≥
(2(3pα+ α)M̂p,α

p(α− 1)ϵ
ln
(2(3pα+ α)M̂p,α

p(α− 1)ϵ

))(3pα+α)/(2p(α−1))
,

which together with (79) implies that Theorem 4 holds.

5.3 Proof of the main results in Section 3.3

In this subsection, we first establish several technical lemmas and then use them to prove Theorems 5

and 6.

The next lemma presents a recurrence relation for the estimation error of the gradient estimators

{mk} generated by Algorithm 3.

Lemma 15. Suppose that Assumptions 1 and 3 hold. Let {(xk,mk)} be the sequence generated by

Algorithm 3 with input parameters {(ηk, θk)}. Then we have

Eξk+1 [∥mk+1 −∇f(xk+1)∥α] ≤ (1− θk)∥mk −∇f(xk)∥α + 6(Lα
1 + Lα)ηαk + 6σαθαk ∀k ≥ 0, (80)

where L1, σ, α, and L are given in Assumptions 1 and 3, respectively.
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Proof. Fix any k ≥ 0. It follows from (25) that

mk+1 −∇f(xk+1) = (1− θk)(m
k −∇f(xk)) +G(xk+1; ξk+1)−∇f(xk+1)

+ (1− θk)(∇f(xk)−G(xk; ξk+1)). (81)

Observe from Algorithm 3 and Assumptions 1 and 3 that ∥xk+1 − xk∥ = ηk, Eξk+1 [G(xk+1; ξk+1) −
∇f(xk+1)] = 0, Eξk+1 [G(xk; ξk+1) − ∇f(xk)] = 0, Eξk+1 [∥∇f(xk) − G(xk; ξk+1))∥α] ≤ σα, ∥∇f(xk) −
∇f(xk+1)∥ ≤ L1ηk, and Eξk+1 [∥G(xk+1; ξk+1)−G(xk; ξk+1)∥α] ≤ Lαηαk . Using these, (35), and (81), we

obtain that

Eξk+1 [∥mk+1 −∇f(xk+1)∥α]
(81)
= Eξk+1 [∥(1− θk)(m

k −∇f(xk)) +G(xk+1; ξk+1)−∇f(xk+1) + (1− θk)(∇f(xk)−G(xk; ξk+1))∥α]
≤ (1− θk)

α∥mk −∇f(xk)∥α + 2Eξk+1 [∥G(xk+1; ξk+1)−∇f(xk+1) + (1− θk)(∇f(xk)−G(xk; ξk+1))∥α]
= (1− θk)

α∥mk −∇f(xk)∥α + 2Eξk+1

[
∥G(xk+1; ξk+1)−G(xk; ξk+1) +∇f(xk)−∇f(xk+1)

− θk(∇f(xk)−G(xk; ξk+1))∥α
]

≤ (1− θk)
α∥mk −∇f(xk)∥α + 6Eξk+1

[
∥G(xk+1; ξk+1)−G(xk; ξk+1)∥α] + 6∥∇f(xk+1)−∇f(xk)∥α

+ 6θαkEξk+1 [∥∇f(xk)−G(xk; ξk+1))∥α
]

≤ (1− θk)
α∥mk −∇f(xk)∥α + 6(Lα

1 + Lα)ηαk + 6σαθαk ,

where the first inequality is due to (35), Eξk+1 [G(xk+1; ξk+1)−∇f(xk+1)] = 0, and Eξk+1 [G(xk; ξk+1)−
∇f(xk)] = 0, the second inequality follows from ∥a+b+c∥α ≤ 3(∥a∥α+∥b∥α+∥c∥α) for all a, b, c ∈ Rn due

to α ∈ (1, 2] and the convexity of ∥·∥α, and the last inequality is due to Eξk+1 [∥∇f(xk)−G(xk; ξk+1))∥α] ≤
σα, ∥∇f(xk) − ∇f(xk+1)∥ ≤ L1ηk, and Eξk+1 [∥G(xk+1; ξk+1) − G(xk; ξk+1)∥α] ≤ Lαηαk . The above

relation together with θk ∈ (0, 1] and α ∈ (1, 2] implies that this lemma holds.

The following lemma establishes a descent property for the potential sequence {Pk} defined below.

Lemma 16. Suppose that Assumptions 1 and 3 hold. Let {(xk,mk)} be the sequence generated by

Algorithm 3 with input parameters {(ηk, θk)}. Let L1, α, and σ be given in Assumption 1, L be given in

Assumption 3, and {Pk} be defined in (34) for {(xk,mk)} and any positive sequence {pk} that satisfies

(1− θk)pk+1 ≤ (1− θk/2)pk for all k ≥ 0. Then it holds that for all k ≥ 0,

Eξk+1 [Pk+1] ≤ Pk − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+ 6(Lα

1 + Lα)ηαk pk+1 + 6σαθαk pk+1.

(82)

Proof. Fix any k ≥ 0. By Lemma 4 with (x+, x,m, η) = (xk+1, xk,mk, ηk), one has

f(xk+1) ≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k. (83)

Combining this with (34) and (80), we obtain that

Eξk+1 [Pk+1]
(34)
= Eξk+1 [f(xk+1) + pk+1∥mk+1 −∇f(xk+1)∥α]

(80)(83)

≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k

+ (1− θk)pk+1∥mk −∇f(xk)∥α + 6(Lα
1 + Lα)ηαk pk+1 + 6σαθαk pk+1

34



≤ f(xk)− ηk∥∇f(xk)∥+ 2ηk∥∇f(xk)−mk∥+ L1

2
η2k

+ (1− θk/2)pk∥mk −∇f(xk)∥α + 6(Lα
1 + Lα)ηαk pk+1 + 6σαθαk pk+1, (84)

where the last inequality follows from (1− θk)pk+1 ≤ (1− θk/2)pk. In addition, letting α′ = α/(α− 1),

and using the Young’s inequality, one has that

2ηk∥∇f(xk)−mk∥ ≤ ((αθkpk/2)
1/α∥∇f(xk)−mk∥)α

α
+

(2ηk/(αθkpk/2)
1/α)α

′

α′

=
θkpk
2

∥∇f(xk)−mk∥α +
(α− 1)(2ηk)

α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
.

This together with (84) implies that

Eξk+1 [Pk+1] ≤ f(xk) + pk∥∇f(xk)−mk∥α − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)

+ 6(Lα
1 + Lα)ηαk pk+1 + 6σαθαk pk+1

≤ Pk − ηk∥∇f(xk)∥+
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+ 6(Lα

1 + Lα)ηαk pk+1 + 6σαθαk pk+1.

By this and (34), one can see that (82) holds.

The following lemma establishes some property for a specific choice of {(θk, pk)}, which will be used

to prove Theorem 5 subsequently.

Lemma 17. Let {θk} be given in (27), and {pk} be defined as

pk = (k + 1)(α−1)2/(2α−1) ∀k ≥ 0. (85)

Then (1− θk)pk+1 ≤ (1− θk/2)pk holds for all k ≥ 0.

Proof. Fix any k ≥ 0. It follows from (27) that

1− θk/2

1− θk
= 1 +

θk
2(1− θk)

≥ 1 +
θk
2

(27)
= 1 +

1

2(k + 1)α/(2α−1)
≥ 1 +

1

2(k + 1)
, (86)

where the last inequality is due to α/(2α− 1) < 1 for all α ∈ (1, 2]. In addition, notice from (85) that

pk+1

pk
=

(
1 +

1

k + 1

)(α−1)2/(2α−1)
≤

(
1 +

1

k + 1

)1/3
≤ 1 +

1

3(k + 1)
,

where the first inequality is due to (α− 1)2/(2α− 1) ≤ 1/3 for all α ∈ (1, 2], and the last inequality is

due to (1 + τ)β ≤ 1 + τβ for all τ > −1 and β ∈ [0, 1]. The above relation along with (86) implies that

(1− θk)pk+1 ≤ (1− θk/2)pk holds.

We are now ready to prove Theorem 5.

Proof of Theorem 5. Let {(xk,mk)} be generated by Algorithm 3 with {(ηk, θk)} defined in (27), and

let {Pk} be defined in (34) with such {(xk,mk)} and {pk} given in (85). By Lemma 17, one can see that

such {(ηk, θk, pk)} satisfies the assumptions in Lemma 16 and Algorithm 3. In addition, by (34) and

(85), one has that

E[P0] = f(x0) + p0E[∥m0 −∇f(x0)∥α] = f(x0) + E[∥G(x0; ξ0)−∇f(x0)∥α] ≤ f(x0) + σα, (87)
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E[PK ] = E[f(xK) + pK∥mK −∇f(xK)∥α] ≥ E[f(xK)] ≥ flow. (88)

Taking expectation on both sides of (82) with respect to {ξi}k+1
i=0 , we have that for all k ≥ 0,

E[Pk+1] ≤ E[Pk]− ηkE[∥∇f(xk)∥] +
L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+6(Lα

1 +Lα)ηαk pk+1 +6σαθαk pk+1.

Summing up this inequality over k = 0, . . . ,K − 1, and using (87) and (88), we obtain that for all K ≥ 1,

flow
(88)

≤ E[PK ] ≤ E[P0]−
K−1∑
k=0

ηkE[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)

+ 6(Lα
1 + Lα)ηαk pk+1 + 6σαθαk pk+1

)
(87)

≤ f(x0) + σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥] +
K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)

+ 12(Lα
1 + Lα)ηαk pk + 12σαθαk pk

)
, (89)

where the last inequality follows from (87) and the fact that {ηk} is nonincreasing and pk+1 ≤ 2pk for

all k ≥ 0. Rearranging the terms in (89), and using (26), (27), and (85), we obtain that for all K ≥ 3,

1

K

K−1∑
k=0

E[∥∇f(xk)∥]
(89)

≤ f(x0)− flow + σα

KηK−1

+
1

KηK−1

K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+ 12(Lα

1 + Lα)ηαk pk + 12σαθαk pk

)
(27)(85)
=

f(x0)− flow + σα

K(α−1)/(2α−1)

+
1

K(α−1)/(2α−1)

K−1∑
k=0

( L1

2(k + 1)2α/(2α−1)
+

21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα

k + 1

)
≤ f(x0)− flow + σα

K(α−1)/(2α−1)
+
L1/2 + 21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα

1 + Lα) + 12σα

K(α−1)/(2α−1)

K−1∑
k=0

1

k + 1

≤ 2(f(x0)− flow + σα + L1/2 + 21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα) lnK

K(α−1)/(2α−1)

(26)
=

Mα lnK

K(α−1)/(2α−1)
,

where the second inequality follows from 2α/(2α− 1) > 1, the third inequality follows from
∑K−1

k=0 1/(k+

1) ≤ ln(2K+1) ≤ 2 lnK due to (37) and K ≥ 3. Recall that ιK is uniformly selected from {0, . . . ,K−1}.
It follows from this and the above relation that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ Mα lnK

K(α−1)/(2α−1)
∀K ≥ 3. (90)

By Lemma 3 with (β, u, v) = ((α− 1)/(2α− 1), (α− 1)ϵ/(2(2α− 1)Mα),K), one can see that

K−(α−1)/(2α−1) lnK ≤ ϵ

Mα
∀K ≥

(2(2α− 1)Mα

(α− 1)ϵ
ln
(2(2α− 1)Mα

(α− 1)ϵ

))(2α−1)/(α−1)
,

which together with (90) implies that Theorem 5 holds.
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The next lemma establishes some property for a specific choice of {(θk, pk)}, which will be used to

prove Theorem 6 subsequently.

Lemma 18. Let {θk} be given in (30), and {pk} be defined as

pk = (k + 1)2(α−1)2/(3α) ∀k ≥ 0. (91)

Then (1− θk)pk+1 ≤ (1− θk/2)pk holds for all k ≥ 0.

Proof. Fix any k ≥ 0. Observe that

1− θk/2

1− θk
= 1 +

θk
2(1− θk)

≥ 1 +
θk
2

(30)
= 1 +

1

2(k + 1)2/3
≥ 1 +

1

2(k + 1)
, (92)

In addition, notice from (91) that

pk+1

pk
=

(
1 +

1

k + 1

)2(α−1)2/(3α)
≤

(
1 +

1

k + 1

)1/3
≤ 1 +

1

3(k + 1)
,

where the first inequality is due to 2(α− 1)2/(3α) ≤ 1/3 for all α ∈ (1, 2], and the last inequality is due

to (1 + τ)β ≤ 1 + τβ for all τ > −1 and β ∈ [0, 1]. The above relation together with (92) implies that

(1− θk)pk+1 ≤ (1− θk/2)pk holds.

We are now ready to prove Theorem 6.

Proof of Theorem 6. Let {(xk,mk)} be generated by Algorithm 3 with {(ηk, θk)} defined in (30), and

let {Pk} be defined in (34) with such {(xk,mk)} and {pk} given in (91). By Lemma 18, one can see

that such {(ηk, θk, pk)} satisfies the assumptions in Lemma 16 and Algorithm 3. Using this and similar

arguments as those for deriving (89), we have that for all K ≥ 1,

flow ≤ f(x0) + σα − ηK−1

K−1∑
k=0

E[∥∇f(xk)∥]

+

K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+ 12(Lα

1 + Lα)ηαk pk + 12σαθαk pk

)
. (93)

Rearranging the terms in (93), and using (28), (29), (30), and (91), we obtain that for all K ≥ 3,

1

K

K−1∑
k=0

E[∥∇f(xk)∥]
(93)

≤ f(x0)− flow + σα

KηK−1

+
1

KηK−1

K−1∑
k=0

(L1

2
η2k +

(α− 1)(2ηk)
α/(α−1)

αα/(α−1)(θkpk/2)1/(α−1)
+ 12(Lα

1 + Lα)ηαk pk + 12σαθαk pk

)
(30)(91)
=

f(x0)− flow + σα

K1/3
+

1

K1/3

K−1∑
k=0

( L1

2(k + 1)4/3
+

21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα

(k + 1)2(2α−1)/(3α)

)
≤ f(x0)− flow + σα

K1/3
+

1

K1/3

K−1∑
k=0

( L1

2(k + 1)
+

(21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα)K(2−α)/(3α)

k + 1

)
≤ 2(f(x0)− flow + σα + L1/2) lnK

K1/3
+

2(21/(α−1)(α− 1)(2/α)α/(α−1) + 12(Lα
1 + Lα) + 12σα) lnK

K2(α−1)/(3α)
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(28)(29)
=

M̃α lnK

K1/3
+

M̂α lnK

K2(α−1)/(3α)
,

where the second inequality follows from 2(2α− 1)/(3α) ≤ 1 for all α ∈ (1, 2], and the last inequality

follows from
∑K−1

k=0 1/(k + 1) ≤ 2 lnK due to (37) and K ≥ 3. Recall that ιK is uniformly selected from

{0, . . . ,K − 1}. It follows from this and the above relation that

E[∥∇f(xιK )∥] = 1

K

K−1∑
k=0

E[∥∇f(xk)∥] ≤ M̃α lnK

K1/3
+

M̂α lnK

K2(α−1)/(3α)
∀K ≥ 3. (94)

By Lemma 3 with (β, u, v) = (1/3, ϵ/(12M̃α),K) and (β, u, v) = (2(α− 1)/(3α), (α− 1)ϵ/(6αM̂α),K),

one can see that

K−1/3 lnK ≤ ϵ

2M̃α

∀K ≥
(12M̃α

ϵ
ln
(12M̃α

ϵ

))3
,

K−2(α−1)/(3α) lnK ≤ ϵ

2M̂α

∀K ≥
( 6αM̂α

(α− 1)ϵ
ln
( 6αM̂α

(α− 1)ϵ

))3α/(2(α−1))
,

which together with (94) implies that Theorem 6 holds.
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