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Low-rank tensor models are widely used in statistics and machine learn-
ing. However, most existing methods rely heavily on the assumption that
data follows a sub-Gaussian distribution. To address the challenges associ-
ated with heavy-tailed distributions encountered in real-world applications,
we propose a novel robust estimation procedure based on truncated gradient
descent for general low-rank tensor models. We establish the computational
convergence of the proposed method and derive optimal statistical rates under
heavy-tailed distributional settings of both covariates and noise for various
low-rank models. Notably, the statistical error rates are governed by a local
moment condition, which captures the distributional properties of tensor vari-
ables projected onto certain low-dimensional local regions. Furthermore, we
present numerical results to demonstrate the effectiveness of our method.

1. Introduction

1.1. Low-rank tensor modeling

Tensor models in statistics and machine learning have gained significant attention in re-
cent years for analyzing complex multidimensional data. Applications of tensors can be
found in various fields, including biomedical imaging analysis (Zhou, Li and Zhu, 2013;
Li et al., 2018; Wu et al., 2022), recommender systems (Bi, Qu and Shen, 2018; Tarzanagh
and Michailidis, 2022), and time series analysis (Chen, Yang and Zhang, 2022; Wang et al.,
2022), where the data are naturally represented as third or higher-order tensors. Tensor de-
compositions and low-rank structures are prevalent in these models, as they facilitate dimen-
sion reduction, provide interpretable representations, and enhance computational efficiency
(Kolda and Bader, 2009; Bi et al., 2021).

In this paper, we consider a general framework of tensor learning, where the loss function
is denoted by L£(.A; z), with £ being a differentiable loss function, A a d-th order parameter
tensor, and z a random sample drawn from the population. This framework encompasses a
wide range of models in statistics and machine learning, including tensor linear regression,
tensor generalized linear regression, and tensor PCA, among others. For dimension reduction,
the parameter tensor A is assumed to have a Tucker decomposition (Tucker, 1966)

(1.1) A=8x1U; x3 Uz xqUg=8 x4, Uy,

which is one of the most commonly used low-rank structures in statistical tensor learning
(see related definitions and notations in Section 2).
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FIG 1. Histograms of kurtosis for COVID and non-COVID CT image pixels

Substantial progress has been made recently in developing estimation methods and effi-
cient algorithms for various low-rank tensor models. However, low-rank tensor problems are
often highly nonconvex, making them challenging to solve directly. A common strategy to
address this issue is convex relaxation by replacing the low-rank constraint with a tensor nu-
clear norm and solving the problem in the full tensor space, i.e. the space of A (Tomioka
and Suzuki, 2013; Yuan and Zhang, 2016; Raskutti, Yuan and Chen, 2019). While these
convex methods come with provable statistical guarantees, they suffer from heavy computa-
tional burdens and prohibitive storage requirements. As a result, they are often infeasible for
high-dimensional tensor estimation in many practical applications.

Another estimation approach is nonconvex optimization, which operates directly on the
parsimonious decomposition form in (1.1). This approach leads to scalable algorithms with
more affordable computational complexity. Among the various developments in nonconvex
optimization techniques, gradient descent and its variants have been extensively studied and
can be applied to a wide range of low-rank tensor models. Recent advances have provided
both computational and statistical guarantees for gradient descent algorithms, as well as cor-
responding initialization methods (Chen, Raskutti and Yuan, 2019; Han, Willett and Zhang,
2022; Tong et al., 2022; Dong et al., 2023). In terms of statistical performance, minimax
optimal error rates have been established for commonly used low-rank tensor models under
Gaussian or sub-Gaussian distributional assumptions, which are crucial technical conditions
for managing high-dimensional data (Raskutti, Yuan and Chen, 2019; Chen, Raskutti and
Yuan, 2019; Han, Willett and Zhang, 2022).

However, in many real applications, tensor data are often contaminated by outliers and
heavy-tailed noise, violating the stringent Gaussian or sub-Gaussian assumptions. Empirical
studies have shown that biomedical imaging data often exhibit non-Gaussian and heavy-
tailed distributions (Beggs and Plenz, 2003; Friedman et al., 2012; Roberts, Boonstra and
Breakspear, 2015). For example, in Section 6, we analyze chest computed tomography (CT)
images of patients with and without COVID-19, and plot the kurtosis of image pixels in
Figure 1. Among 22,500 pixels analyzed, 1,169 in the COVID-19 samples and 351 pixels in
the non-COVID-19 samples exihibit heavy-tailed distributions, with sample kurtosis greater
than eight. These findings highlight the prevalence of heavy-tailed behavior in real-world
biomedical datasets. As recent studies (Wang, Zhang and Mai, 2023; Wei et al., 2023) have
emphasized, conventional methods fail to produce reliable estimates when the data follow
such heavy-tailed distributions. Therefore, it is crucial to develop stable and robust estimation
methods that are not only computationally efficient and statistically optimal but also robust
against the challenges posed by heavy-tailed distributions in real-world tensor data.
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The growing interest in robust estimation methods for high-dimensional low-rank matrix
and tensor models underscores the pressing need for solutions that can handle heavy-tailed
data. In terms of methodology to achieve robustness, the existing works can be broadly classi-
fied into two approaches: loss robustification and data robustification. The prestigious Huber
regression method (Huber, 1964; Fan, Li and Wang, 2017; Sun, Zhou and Fan, 2020) exem-
plifies the first approach, where the standard least squares loss is replaced with a more robust
variant. For instance, Tan, Sun and Witten (2023) applied the adaptive Huber regression with
regularizations to sparse reduced-rank regression in the presence of heavy-tailed noise, and
developed an ADMM algorithm for convex optimization. Shen et al. (2023) employed the
least absolute deviation (LAD) and Huber loss functions for low-rank matrix and tensor trace
regression, and proposed a Riemannian subgradient algorithm in the nonconvex optimization
framework. While these loss-robustification methods provide robust control over residuals,
they focus solely on the residuals’ deviations and do not address the heavy-tailedness of the
covariates. Moreover, robust loss functions like LAD and Huber loss cannot be easily gener-
alized to more complex tensor models beyond linear trace regression.

Alternatively, Fan, Wang and Zhu (2021) proposed a robust low-rank matrix estimation
procedure via data robustification. This method applies appropriate shrinkage to the data,
constructs robust moment estimators from the shrunk data, and ultimately derives a robust es-
timate for the low-rank parameter matrix. Building on this idea, subsequent works by Wang
and Tsay (2023) and Lu et al. (2024) extended the data robustficaition framework to time
series models and spatial temporal models, respectively. The primary objective of data ro-
bustification is to mitigate the influence of samples with large deviations, thereby producing
a robust estimate. However, when applied to low-rank matrix and tensor models, the data
robustification procedure has limitations. Specifically, it overlooks the inherent structure of
the model and fails to exploit the low-rank decomposition. As shown in Section 4, not all
information in the data contributes effectively to estimating the tensor decomposition. Conse-
quently, the data robustification approach may be suboptimal for low-rank tensor estimation.

For general low-rank tensor models, we introduce a new robust estimation procedure via
gradient robustification. Specifically, we replace the partial gradients in the gradient descent
algorithm with their robust alternatives by truncating gradients that exhibit large deviations.
This modification improves the accuracy of gradient estimation by mitigating the influence
of outliers and noise. By robustifying the partial gradients with respect to the components in
the tensor decomposition, this method effectively leverages the low-rank structure, making it
applicable to a variety of low-rank models, similar to other gradient-based methods.

For various low-rank tensor models, we demonstrate that instead of the original data, low-
dimensional multilinear transformations of the data are employed in the partial gradients.
This allows us to work with more compact and informative representations of the data, lead-
ing to enhanced computational and statistical properties. As a result, the statistical error rates
of this gradient-based method are shown to be linked to a new concept called local moment,
which characterizes the distributional properties of the tensor data projected onto certain low-
dimensional subspaces along each tensor direction. This leads to potentially much sharper
statistical rates compared to traditional methods. Furthermore, since covariates and noise
contribute to the partial gradients, the robustification of gradients is particularly effective in
handling the heavy-tailed distributions of both covariates and noise.

However, it is important to note that the robust gradient alternatives may not correspond to
the partial gradients of any standard robust loss function, which poses challenges in analyzing
their convergence. To address this, we develop an algorithm-based convergence analysis for
the proposed robust gradient descent method. Additionally, we establish minimax-optimal
statistical error rates under local moment conditions for several commonly used low-rank
tensor models.



The main contributions of this paper are three-fold:

(1) We introduce a novel and general estimation procedure based on robust gradient de-
scent. This method is computationally scalable and applicable to a wide range of tensor
problems, including both supervised tasks (e.g., tensor regression and classifications) and
unsupervised tasks (e.g., tensor PCA).

(2) The robust methodology is shown to effectively handle the heavy-tailed distributions and
is proven to achieve optimal statistical error rates under relaxed distributional assumptions
on both covariates and noise. Specifically, for 0 < € < 1, we only require finite second
moments for the covariates and (1 + ¢)-th moments for noise in tensor linear regression,
finite second moments for the covariates in tensor logistic regression, and finite (1 + €)-th
moments for noise in tensor PCA.

(3) For heavy-tailed low-rank tensor models, we introduce the concept of local moment, a
technical innovation that enables a more precise characterization of the effects of heavy-
tailed distributions. This results in sharper statistical error rates compared to those derived
from global moment conditions.

1.2. Related literature

This paper is related to a large body of literature on nonconvex methods for low-rank matrix
and tensor estimation. The gradient descent algorithm and its variants have been extensively
studied for low-rank matrix models (Netrapalli et al., 2014; Chen and Wainwright, 2015;
Tu et al., 2016; Wang, Zhang and Gu, 2017; Ma et al., 2018) and low-rank tensor models
(Xu, Zhang and Gu, 2017; Chen, Raskutti and Yuan, 2019; Han, Willett and Zhang, 2022;
Tong, Ma and Chi, 2022; Tong et al., 2022). For simplicity, we focus on the robust alter-
natives to the standard gradient descent, although the proposed technique can be extended
to other gradient-based methods. Robust gradient methods have also been explored for low-
dimensional statistical models in convex optimization (Prasad et al., 2020). For low-rank
matrix recovery, the median truncation gradient descent has been proposed to handle the
arbitrary outliers in the data (Li et al., 2020), which focuses on linear compressed sensing
problem without random noise. Our paper differs from the existing work as we consider the
general low-rank tensor estimation framework under the heavy-tailed distribution setting.

Robust estimation against heavy-tailed distributions is another emerging area of research
in high-dimensional statistics. Various robust M -estimators have been proposed for mean
estimation (Catoni, 2012; Bubeck, Cesa-Bianchi and Lugosi, 2013; Devroye et al., 2016)
and high-dimensional linear regression (Fan, Li and Wang, 2017; Loh, 2017; Sun, Zhou and
Fan, 2020; Wang et al., 2020). More recently, robust methods for low-rank matrix and tensor
estimation have been developed in Fan, Wang and Zhu (2021), Tan, Sun and Witten (2023),
Wang and Tsay (2023) and Shen et al. (2023). Compared to these existing methods, our
proposed approach can achieve the same or even better convergence rates under more relaxed
local distribution assumptions on both covariates and noise.

1.3. Organization of the paper

The remainder of this paper is organized as follows. In Section 2, we provide a review of
relevant definitions and notations for low-rank tensor estimation. In Section 3, we introduce
the robust gradient descent method and discuss its convergence properties. In Section 4, we
apply the proposed methodology to three popular tensor models in heavy-tailed distribution
settings. Simulation experiments and real data examples are presented in Sections 5 and 6
to validate the performance of the proposed methods. Finally, Section 7 concludes with a
discussion of the findings and future directions. The proofs of the main results are relegated
to Appendices A and B.
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2. Tensor Algebra and Notation

Tensors, or multi-dimensional arrays, are higher-order extensions of matrices. A multi-
dimensional array X € RP1**P¢ ig called a d-th order tensor. Throughout this paper, we
denote vectors by boldface small letters (e.g. x, y), matrices by boldface capital letters (e.g.
X, Y), and tensors by boldface Euler capital letters (e.g. X, Y), respectively.

Tensor matricization is the process of reordering the elements of a tensor into a matrix. For
any d-th-order tensor X € RP**"*P4_jts mode-k matricization is denoted as Xy € RP XP—k

with p_j = Hzlzl’#k pe, whose (i, j)-th element is mapped to the (i1, .. .,44)-th element of
. . k) . k -
X, where j =1+ ZLLS#(ZS —1)JM with 7P = szi’#km and pg = 1.
Next, we review three types of multiplications for tensors. For any tensor X € RP1**Pd

and matrix Y € R%*Px with 1 < k < d, the mode-k multiplication X x; Y produces a tensor
in RP1 X XPr—1Xqk XPr+1 X XPm defined by

Pk
(x Xk Y)il...ik_ljik+1...id - Z lelnLY‘jZk‘

ip=1

For any two tensors X € RP1*P2XXPa gnd Y € RP*P2*""Pdo with d > d, their generalized
inner product (X,Y) is the (d — dp)-th-order tensor in RP4o+1*"*P¢ defined by

P11 P2 Pag
(2.1) Y iy roia = D D > i inging 1o Diviaeing
i1=lix=1  igy=1
for 1 <ig,11 < Pdy+1,---,1 <ig <pg.In particular, when d = dy, it reduces to the conven-
tional real-valued inner product. Additionally, the Frobenius norm of any tensor X is defined
as | X|lr = /(X,X). For any two tensors X € RP***P4 and Y € R? > > their outer

product X oY is the p; X --- X pg, X q1 X --- X qq, tensor defined by

(X 0W)ir vy grday = Xir.iia, Djr -y »

for1 <ip<pr,1<je<qn,1<k<d,and1<l<ds.

For any tensor X € RP**"*P4_jts Tucker ranks (r1,...,r4) are defined as the matrix
ranks of its matricizations, i.e. 7; = rank(X;), for j = 1,..., d. Note that r;’s are analogous
to the row and column ranks of a matrix, but they are not necessarily equal for third- and
higher-order tensors. If X has Tucker ranks (71,...,74), then X has the following Tucker
decomposition (Tucker, 1966; De Lathauwer, De Moor and Vandewalle, 2000)

(2.2) X=Yx1 Y1 x2Ys - xqYa=YxI, Y],

where each Y; € RPs*" is the factor matrix for j =1,...,d, and Y € R™*"*"< is the core
tensor. If X has the Tucker decomposition in (2.2), then we have the following results for its
matricizations:

Xy =YY (Ya® @Y @Y1 @Y1) =YY (@4Y;)", k=1,....d,

where & ;. is matrix Kronecker product operating in the reverse order.

Throughout this paper, we use C' to denote a generic positive constant. For any two real-
valued sequences x and yy, we write x, = yy, if there exists a constant C' > 0 such that x; >
Clyy. for all k. Additionally, we write xy < i if z; 2 y. and yx = x. For a generic matrix X,
we let X T, ||X]|g, | X]|, vec(X) and ¢;(X) denote its transpose, Frobenius norm, operator
norm, vectorization, and the j-th largest singular value, respectively. For any real symmetric
matrix X, let Ayin (X) and Apax(X) denote its minimum and maximum eigenvalues.
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3. Methodology

3.1. Gradient descent with robust gradient estimates

We consider a general estimation framework with the loss function £(A; ;) for parameter
tensor A and random observation z;. Suppose the parameter tensor admits a Tucker low-rank
decomposition A =8 x?zl Uj, defined in (2.2), where 8 € R" *72>""*"¢ jg the core tensor
and each U; € RP5 %75 is the factor matrix. Throughout the paper, we assume that the order d
is fixed and the ranks (71,79, -+ ,rg) are known. Given the tensor decomposition, we define
the loss function with respect to the decomposition components as

L(8,Uy,..., Ug; i) = L(8 x§_, Uy z1),
1 n
n\9, yeee 7Dn = 5 PR yRi)-
and £,(8,Uy,..., Uy )n;asul Uy; %)

A standard method to estimate the components in the tensor decomposition is to minimize
the following regularized loss function

d
GZ T
En(S7U17- . -aUd;Dn) + 5 '1 HU] Uj - bQITjH%?
J:

where a,b > 0 are tuning parameters, and the additional regularization term ||U;-rUj —
bQITj || prevents the factor matrix U; from being singular, while also ensuring that the scal-
ing among all factor matrices is balanced (Han, Willett and Zhang, 2022). This regularized
loss minimization problem can be efficiently solved using gradient descent. Han, Willett and
Zhang (2022) demonstrated that the gradient descent approach is computationally efficient.
Moreover, with a suitable choice of initial values, the estimation error is proportional to

<71% Xn:VZ(.ﬁl*; zi),7>
i=1

where A* is the ground truth of the parameter tensor satisfying EVL(A*; 2;) = 0, as A*
minimizes the risk function EL(A; z;) if the expecation exists. The error essentially depends
on the intrinsic dimension of the low-rank tensors and the distribution of the data z;. When
the distribution of z; is heavy-tailed, controlling the convergence rate becomes challenging,
which may lead to suboptimal estimation performance.

To motivate our robust estimation method, it is important to note that the partial gradients
of the loss function have a form of sample means

sup
(1T][F=1,rank(T (x)) <rx,1<k<d

)

1 n
£,(8.Uy.... UpD,) =~ L(8,Ui,..., Uy z),
Vu,Ln( 1 d;Dn) H;VU (8,U; d; %i)
fork=1,...,d, and

n
VsLn(8,Uy,...,UyDy,) = % D VsL(8,Uy,..., Uy z).
i=1
It is well known that the sample mean is sensitive to outliers, as it can be significantly influ-
enced by even a small fraction of extreme values. When some of z;’s are outliers, the gradient
descent approach may fail to be robust, leading to sub-optimal estimates, particularly in the
presence of heavy-tailed distributions.
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Therefore, we use the robust gradient estimates as alternatives to the standard gradi-
ents in vanilla gradient descent. For any given 8, Uy,..., Uy, we may construct some ro-
bust gradient functions, denoted by G((8,Uq,...,Uy) and Gi(8,Uy,...,Uy), for k =
1,...,d, to replace the partial gradients in standard gradient descent. Given initial values
(S(O),Ugo), e ,U,(CO)), a step size n > 0, and the number of iterations 7', we propose the
following gradient descent algorithm, summarized in Algorithm 1, using the robust gradient
functions.

Algorithm 1 Robust gradient descent for (8, Uy, ..., Uy)

initialize: 8(0), Ugo), ey U&O), a,b > 0, step size n > 0, and number of iterations 1"
fort=0toT —1
fork=1tod

vt ol —pgs®, ol oDy —peu o Tul 2, )
end for
st 80 — 5. g8, ul",... .U}
end for

(T)

return A1) = 8(T) X1 U&T) e xq Uy

3.2. Local convergence analysis

The robust gradient functions may not be the partial gradients of a robust loss function.
When the gradients are replaced by their robust alternatives, Algorithm 1 is not designed
to solve a traditional minimization problem. As a result, studying its convergence becomes
challenging. To address this and establish both computational and statistical guarantees, we
introduce some notations and conditions.

DEFINITION 3.1 (Restricted correlated gradient). The loss function £ satisfies the re-
stricted correlated gradient (RCG) condition: for any A such that rank(A(k)) <rg 1<k<
d,

_ 1 _
(BVL(A;2), A = A7) > 5 A= AR+ 5 5 IBVE (A )
where the RCG parameters o and [ satisfy 0 < o < S.

The RCG condition implies that for any low-rank tensor A, the expectation of the gradi-
ent VL(A; z;) is postively correlated with the optimal descent direction A — A*. If the loss
function has a finite expectation EL(A; 2;), this condition is implied by the restricted strong
convexity and smoothness conditions of the risk function EL(A;2;) (Bubeck, 2015; Jain
etal., 2017). However, in the setting of heavy-tailed distributions, the expecation of £(.A; z;)
may not exist, making it more appropriate to consider the RCG condition on the gradient
rather than the loss function (see tensor linear regression in Remark 4.1 as an example). Fur-
thermore, compared to the vanilla gradient descent method (Han, Willett and Zhang, 2022),
the RCG condition is imposed on the expectation of the loss gradient, which simplifies the
technical analysis under heavy-tailed distributions.

The robust gradient functions are expected to exhibit desirable stability against outliers. As
an alternative to the sample mean, G (8, Uy, ..., Uy) can be viewed as a robust estimator of
E[Vy,£L(8,Uy,...,Uy)]. Similarly, Go(8,Uy,...,Uy) can be viewed as a mean estimator
of E[VsL(8,Uy,...,Uy)]. Formally, we define the following condition for the stability of
the robust gradients.



DEFINITION 3.2 (Stability of robust gradients). Given (8,Uy,...,Uy), the robust gra-
dient functions are stable if there exist positive constants ¢ and &, for 0 < k < d, such that

IGK(8, U1, ,Ug) —EVy, L8, Uy,..., Ua) [ < 9|8 x_, Uj — A*[F + &7,
and [|Go(8,Uy,..., Uy) —EVsL(S,Uy,..., Uyl < 4lI8 x_, U; — A*[E + &

The universal parameter ¢ controls the performance of all gradient functions in the pres-
ence of an inaccurate Tucker decomposition, while the constants £ ’s represent the estimation
accuracy of the robust gradient estimators. A similar definition for robust estimation via con-
vex optimization is considered in Prasad et al. (2020).

For the ground truth A*, denote its largest and smallest singular values across all di-
rections by & = maxj<g<g |.Az‘k,)|| and ¢ = minj<x<q 0y, (Afk)). The condition number
of A* is then given by k = /g. To address the unidentifiability issue in Tucker decom-
position, we consider the component-wise estimation error under rotation for the estimate
(8,Uy,...,Uy), following Han, Willett and Zhang (2022). The error is defined as
(3.1)

d
_ . * o d T2 * 2
Err(8,Uy, ..., Ug) = Okg@rgl’rllgkgd{ns — 8" xI_, O [l + ; U, — UkOkHF} :

where the true decomposition satisfies |[U}|| = b and the orthogonal matrices Oy,’s account
for the unidentification of the Tucker decomposition. For the ¢-th iteration of Algorithm 1,

where t =0,1,...,7, denote the estimated parameter by AW =8 x?zl Ug-t). The corre-
sponding estimation error is then given by Err(8®, Ugt), . ,Ug)).

Given the conditions and notations outlined above, we present the local convergence anal-
ysis for the gradient descent iterations with stable robust gradient functions.

THEOREM 3.3 (Local convergence rate). Suppose that the loss function L satisfies
the RCG condition with parameters o and [ as in Definition 3.1, and that the robust
gradient functions at each step t satisfy the stability condition with parameters ¢ and
&k as in Definition 3.2, for all k =0,1,...,d and t = 1,2,...,T. If the initial estima-
tion error satisfies Err(S(O), Ugo), e ,Uéo)) <af e/ At =2 ¢ < 24520/ A+ g <
ok 252d=2)/(d+) b < 51/ and n =< o~ k2, then the estimation errors at the t-th
iteration, fort =1,2,...,T, satisfy

Err(80), UM ... UY) <(1 - Cap ')t Em(8@, U, ... UD)

d
1 Ca254d/(d+1) 4 Z&%’
k=0

and

d
A — AR < k21 = Cap™ w2 AD — AR+ 52260y g,
k=0

Theorem 3.3 estalibshes the linear convergence of the robust gradient descent iterates un-
der certain sufficient conditions. In both upper bounds provided, the first terms correspond
to optimization errors that decay exponentially with the number of iterations, which reflects
the improvement in the solution as the gradient descent progresses. The second terms, on
the other hand, capture the statistical errors, which depend on the estimation accuracy of the
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robust gradient functions. These statistical errors arise due to the approximation of gradients
in the presence of noise or outliers, and their magnitude is influenced by the robustness of
the gradient estimator. Thus, to guarantee fast convergence, it is crucial to construct a stable
robust gradient estimator, which is the focus of the next subsection. The corresponding the-
oretical analysis for each specific statistical model will be provided in Section 4, where we
will discuss the performance of the estimator under different conditions.

3.3. Robust gradient estimation via entrywise truncation

In this subsection, we propose a general robust gradient estimation method. The partial gra-
dient of the risk function is the expectation of the partial gradient of the loss function, which
suggests that robust gradient estimation can be framed as a mean estimation problem. In this
context, Fan, Wang and Zhu (2021) introduced a simple robust mean estimation procedure
based on data truncation. They demonstrated that the truncated estimator achieves the opti-
mal rate under certain bounded moment conditions. Motivated by their work, we apply the
truncation method to estimate the partial gradients in our setting.

For any matrix M € RP*?, we define the entrywise truncation operator T(-,-) : RP*? x
Rt — RPX4, such that

T(M, 1)k = sgn(M; k) min(|M; k|, 7),

for 1 <j<pand1<Fk<gq, where sgn(-) denotes the sign function. This operator truncates
each entry of the matrix M to be no larger than the threshold 7 in absolute value, while
preserving its sign. Similarly, we can define the entrywise truncation operator T(J,7) for
any tensor J with truncation parameter 7. The truncation parameter 7 plays a critical role
in balancing the trade-off between truncation bias and robustness. A smaller value of 7 will
lead to stronger truncation, reducing the influence of outliers but potentially introducing more
bias, while a larger 7 will preserve more of the data’s original values, reducing bias but
making the estimator more sensitive to noise.

We consider the entrywise truncation gradient estimators. For 1 < k < d, the estimator for
the gradient with respect to Uy, is given by

1 n
Gk(S,Ul,...,Ud;T):gZT(VUkﬁ(S,Ul,...,Ud;Zi),T)
=1
—LSOT(VES x Ly Ujs )y (9560U5)8 T, 7)
n j=1 Y353 2i) (k) \Cj£L V) (), T)-
=1

Similarly, for the core tensor 8, the truncation-based estimator is defined as

1 n
90(87U17 o 7Ud;7—) :g ZIT(VSE(SuUlv R ,Ud;Zi),T)

n
:% D T(VLS x4, Ujsz) x9_, U], 7).
=1
Note that the truncation-based robust gradient estimator is generally applicable to a wide
range of tensor models. In Sections 4 and 5, we will show both theoretically and numeri-
cally that the entrywise truncation using a single parameter 7 can achieve optimal estimation
performance under various distributional assumptions.

We briefly outline the idea for proving the stability of the truncated gradient estimator. A
complete proof for each statistical application is provided in the supplementary material. For
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1 <k <d, we define V;, = (®j¢kUj)8(Tk), and the error term for the gradient estimator can
be expressed as

Gr(8,Uy,...,Uy 1) — E[Vy, L(8,Uy,...,Uy)]

1 — _ —
= D T(VL(A; 2) ) Vie: 7) — EIVL(A; 20) 1) Vi) = Tt + T2 + Tz + Thoas
=1

where the terms T}, 1, T} 2, T} 3, and T}, 4 are defined as follows:

Tk,l :E[T(VZ(.A*, ZZ)(]C)V;CF, T)] - E[VZ(.A*, Zz)(k)vk]7

1 o — —
Tia=— > T(VL(A*; 2) 4y Vi, 7) = BIT(VL(A" 20) 1) Vi, 7)),
=1

Tk’g :E[VZ(A*, Zz)(k)vk] - E[VZ(.A, Zz)(k)vk]
+ E[T(VZ(./L ZZ)(k)Vk, 7')] — E[T(VZ(A*, Zz)(k:)vlw T)],

1 - 1 ¢ -
and Tj 4 = E T(VL(A; 2i) (k) Vi, T) — o E T(VL(A; 2) (k) Vi T)
=1 i=1

- E[T(VZ(./L Zz)(k)vlm 7')] + E[T(VZ(A*, Zz)(k)vlm T)]

Here, T}, is the truncation bias at the ground truth A*, and T} o represents the de-
viation of the truncated estimation around its expectation. As each truncated gradient,
T(VL(A; 2i) (k) Vk,T), is a bounded variable, we can apply the Bernstein inequality (Wain-
wright, 2019) to achieve a sub-Gaussian-type concentration without the Gaussian distribu-
tional assumption on the data. The truncation parameter 7 controls the magnitude of || 7}, 1||r
and || T} 2||r, and an optimal 7 gives ||Tj 1 ||r < || Tk 2||r =< &k For T} 3, given some regularity
conditions, we can obtain an upper bound for the truncation bias of the second-order approx-
imation error in [T} s||r. Similarly, as T(VL(A; 2;) () Vi, 7) — T(VL(A®; 25) 1y Vi, T) 18
bounded, we can also achieve a sub-Gaussian-type concentration and show that |7}, 3|r <
| Thallr < ¢'/2[ A — A*||r. Hence, we can show that S5 | Th.l|Z < ¢ A — A*||Z + €2.

By controlling the truncation bias, deviation, and approximation errors, we demonstrate
that the truncated gradient estimator is stable and achieves optimal performance under certain
conditions. A similar approach can be applied to the gradient with respect to the core tensor
8, establishing the stability of the corresponding robust estimator.

3.4. Implementation and initialization

The optimal statistical convergence rates of the proposed estimator depend critically on the
optimal value of the truncation parameter 7, which varies according to the model dimension,
sample size, and other relevant parameters. To select 7 in a data-driven manner, we propose
using cross-validation to evaluate the estimates produced by the robust gradient descent al-
gorithm for different values of 7.

To initialize Algorithm 1, we may disregard the low-rank structure of A initially, and
find the estimate A. Specifically, robust gradient descent can be applied to update A, as
summarized in Algorithm 2, where the robust gradient is

oA T) = 2 S T(VEAs ), 7)

i=1
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with another truncation parameter 7’ and step size 1’. Once we have A, we apply HOSVD
(higher-order singular value decomposition) or HOOI (higher-order orthogonal iteration)
(De Lathauwer, De Moor and Vandewalle, 2000) to A to obtain the initial values.

Algorithm 2 Robust gradient descent for A

initialize: A(0) = 0, step size 7’ > 0, and number of iterations 7'
fort=0to7T —1
Al W) g a®) 1
end for
return A = AT

4. Applications to Tensor Models

In this section, we apply the proposed robust gradient descent algorithm, utilizing entrywise
truncated gradient estimators, to three statistical tensor models: tensor linear regression, ten-
sor logistic regression, and tensor PCA. For tensor linear regression, both the covariates and
the noise are assumed to follow heavy-tailed distributions. In the case of tensor logistic re-
gression and tensor PCA, we assume heavy-tailed covariates for the former and heavy-tailed
noise for the latter. In the following, we let p = max;<j<4p; be the maximum dimension

across all modes, and let defr = Zizl PrTE + szl 7}, be effective dimension of the low-rank
tensor, which corresponds to the total number of parameters in the Tucker decomposition.

4.1. Heavy-tailed tensor linear regression

The first statistical model we consider is tensor linear regression:
4.1) HZ:<A*,:X:Z>+SZ, 1=1,2,...,n,

where :X:Z € Rp1 ><]92><"'><100107 ‘gi’ 81 € RPdo+1 Xpdg+2><"'><pd’ and A* € RP1XP2X-Xpd wwith 0 S
dp < d. The symbol (-,-) represents the generalized inner product of tensors, defined in
(2.1). When d = dy, the response Y; is a scalar, and (-,-) reduces to the conventional in-
ner product. We assume that the samples z; = (X;,Y;) are independent across i = 1,...,n,
and E[&DC@] =0.

Model (4.1) encompasses multivariate regression, multi-response regression, matrix trace
regression as special cases. It has broad applicability in various statistics and machine learn-
ing contexts, such as multi-response tensor regression (Raskutti, Yuan and Chen, 2019), ma-
trix compressed sensing (Candes and Plan, 2011), autoregressive time series modeling (Wang
et al., 2022), matrix and tensor completion (Negahban and Wainwright, 2012; Cai et al.,
2019), and others.

For model (4.1), it is common to consider the least squares loss function:

L(8,Uy,..., Uz ¥, X;) = %H’di — (8 x{_, Uy, X[}
For any given (8,Uy,..., Uy), its partial gradients with respect to each z; = (Y;,X;) are
Vu,L(8,U1,...,Ug; 2) = [X; 0 ((A,X;) — ‘di)](@(@j#Uj)S&), 1<k<d,
and Vs£(8,Uy,..., Ug; ;) = [Xi o ((A, X)) — Y:)] -, U
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By applying the entrywise truncation operator from Section 3.3, the robust gradients with
truncation parameter 7 are given by

1 n
42)  Gi(8, Uy, Usit) =~ Z;T ([fxz' o ({(A, %) — 'di)](k)(@#kUj)S&)aT)
fork=1,...,d,and

1 n
(43 So(8.Un....Usr)= - DT ([xi o ((A,X:) —Ya)] xL, UJT,T) .
=1

REMARK 4.1.  For model (4.1), the loss function L(A;z;) = ||Y; — (A, X;)||2/2 has a
finite expectation if both X; and &; have finite second moments. In the following, we assume
that €; has a a finite (1 + €) moment for some constant € € (0, 1]. Under this assumption, we
only require that the gradient VL(A; z;) = X; o ((A,X;) —Y;) has a finite expectation.

REMARK 4.2. Adaptive Huber regression is a widely-used robust estimation method for
high-dimensional linear regression (Sun, Zhou and Fan, 2020; Tan, Sun and Witten, 2023).
The loss function is given by

1 n
Lu(8, U1, UsDn) = 5 > 4o(Yi — (8 xjy Uj, X)),
i=1
where 0,(T) =% ;. L(Ti ) for any tensor T, £, (z) = 2? - 1(|z| < v) + (2vz —

v?)-1(|z| > v) is the Huber loss, and v > 0 is the robustness parameter. The partial gradients
of Ly are

112...14

1 n
VU, Lu(8,Ur,..., Ui Do) = — 3 [X0 0 TUAX) = Yoo (2544058,
=1
S (20 0 T((A,X) — Yiv)] x4y UT

i=1

and VSﬁH(S, Ul, ce ,Ud; Dn) =

S

In comparison to the standard Huber regression, where the gradients bound ({A,X;) —Y;)
directly, the entrywise truncated gradients in (4.2) and (4.3) control the deviation of the term
X o ((A,X;) —Y;). This modification enables us to better handle heavy-tailedness in both
the covariates and the noise.

By applying the Tucker decomposition A =8 x;-lzl Uj; and utilizing properties of tensor

inner products, the partial gradients can be rewritten as follows. For £ =1,..., d,
d
VUk[,(S, Ul, ceey Ud; Zi) = [(DCZ Xj0217j7ﬁk U;)O

d T do T d—do T T
(8 Xjmdo+1 Uy Uy X 52, Uy ) = Y5 <5257 Ugg)] 9 S
Fork=dy+1,...,d,
Vu,L(8,Uy,...,Ug z) = [(X; X;-l(’:l U)o

d T do 11T d—do T T
(48 x5 Uk Xtz Uy Ugn X X520 U ) =Y X520y Udors)] 1y Svy-
Finally, the gradient with respect to the core tensor 8 is

VS£(87 U17 R Ud7 Zi)
= (DC, X?O:I UJT) o ((S X;-l:d0+1 U]TUJ,:X:Z X?O:I U;r> — HZ X?;ilo U;lr()+j).
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In the above expressions, dimension reduction is applied to high-dimensional data X; and
Y via the factor matrices U;’s. This allows for efficient computation of the partial gradients.
More importantly, the transformed data, such as X; x;-l(’:l UjT and Y; x ;-l do U;lr +;» appear
in the partial gradients rather than the original high-dimensional data. ThlS transformation
can be seen as reducing the effective dimension of the data used in gradient calculation. As a
result, when all Uy, ’s are close to their ground truth values and lie within certain local regions,
the gradients rely only on partial information of the data. This phenomenon motivates us
to consider the local bounded moment conditions for the distributions of X; and &€; when
projected onto certain directions.

For any matrix M € RP*?, consider its column subspace projection matrix Py =
MM ™™)MT, where 1 is the Moore—Penrose pseudo-inverse. For any vector v € R?,
the angle between v and its projection onto Pyp is arccos(||Pmvl|2/||v]|2). For each U7,
define the local set of unit-length vectors with sin 6 radius § as

V(Uy,d) ={v € RP* : ||v[2 = 1 and sinarccos(||Puy; vl]2) < d}.

By this definition, we have the following assumptions on the distributions of X; and &;.

ASSUMPTION 4.3.  The vectorized covariate vec(X) has the mean 0 and positive definite
variance X, satisfying 0 < ap < Apin(X2) < Amax(Xz) < Bz. For some € € (0,1] and 6 €

[0, 1], conditioned on any X;, the random noise &; has the local (1 + €)-th moment bound

d—do T|'FE
M ites:= max sup ‘8 X510 V; ‘ 12|
v;eV 4)

1<k<d—do (U
0
1+e€
d—dy T T A
j=14#k Vi Xkcl‘ |9Cz]>,

where c; is the coordinate vector whose [-th element is one and others are zero. Additionally,
X; has the local (1 + €)-th moment bound

sup E [
Vi EV(Ud 440 0),1<I<pay+k

M x Tl—i-e
T 1<k<d, v,€V(U?1,6) J

14-€
d T T
sup E “:x:, onzl,j;ék Vi Xk C ‘ ] .
VJGV(U;a‘;):lSlSpk

We call M, 146 and M, 145 the local moment bounds because they reflect the distri-
butional properties of €; and X; transformed onto the local region around the column space
of Uy’s. The local moment bound assumptions essentially limits how far the random noise
and covariates can deviate in certain directions, thereby controlling their tail behavior. When
0 =1, the local moment bounds become

d—do ., T|'Fe
Meiten= sup E ‘8 X521 vj) |2C;
llvill==1
and
T 1+4€
M:c,l-‘rs,l: sup ‘x X] 1Vj‘ )
[lvs]l2=1

which are still different from and could be much smaller than the global (1 + €)-th moments
for the vectorized data, i.e., sup|y(,—; E[[vec(X;) Tv|* ] and supy|,—1 E[|vec(E;) Tv|' ).
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The second moment condition for X; and (1 + €)-th moment condition for &€; in As-
sumption 4.3 offer a relaxation of the commonly-used Gaussian and sub-Gaussian condi-
tions in tensor regression literature. Notably, in Assumption 4.3, the elements of X; or &;
are not required to be independent or uncorrelated. The parameters o, 85, My 14¢s and
Me 1+, are used to quantify how the distributions of X; and &; affect the rate of conver-
gence, and they are allowed to vary with tensor dimensions. For tensor regression in (4.1),
define Mefr5 = My 14e5Me 1+4¢5 as the effective (1 + €)-th local moment bound.

REMARK 4.4. The local moment condition is established on the certain directions near
the subspaces spanned by the columns of U}. Consequently, the local moment can be much
smaller than the global moment commonly discussed in the robust estimation literature (Fan,
Li and Wang, 2017; Fan, Wang and Zhu, 2021; Wang and Tsay, 2023).

To highlight the significance of the local moment concept, consider the following ex-
ample. Let x = (xlT,XQ) be a random vector, where x1 = (Y1,Ya,...,Y,) | €RP, x9 =
(Ypi1,Ypits-- s Ypu1) | €RP and Y1,Ya, ..., Yyi1 ~iia. N(0,1). Suppose that the ground
truth is uw* = (p _1/21;,0;—

My = sup E[Ivx| =E|p™"/21 x| =p,
lIv]l2=1

)T. In this case, the global second moment of X is given by

which diverges as the dimension p increase. However, when 6 < pil/ 2 the local second
moment with radius 6, defined as

M, 25 = max sup E [\VTX\Q] max E [\c x| ]
veV(ur,d) 1<j<2p

remains bounded and is not greater than 2. This example illustrates that if the radius of
the local region can be sufficiently controlled, the local moment bound can be significantly
smaller than the glocal moment. As a result, the error rate associated with the local moment
could be much sharper, leading to more precise theoretical results.

Denote the estimator obtained by the robust gradient descent algorithm with gradlent trun-
cation parameter T as .A( ), and the corresponding estimation error by Err(S Uy,...,Uy) as
in (3.1). Based on the local bounded moment conditions, we have the following guarantees.

THEOREM 4.5. For tensor linear regression in (4.1), suppose Assumption 4.3 holds with
some € € (0,1] and 6 > min{z—/(¢+1)\/E +/£20f10*1def/f [Megr s log(p )/n]e/(pr€ 1}.
If 1< a¥ (D [ Mg 5/ log(p)) /1 F9), n > ( 433a;25) 1 < log(p) M5 + k*B2a; 2 log(p),
and the conditions in Theorem 3.3 hold with oo = / 2 and B = [3;/2, then with probability at
least 1 — Cexp(—C'log(p)), after sufficient iterations of Algorithm 1, we have the following
error bounds
2¢/(1+¢€)

1/e _
~ o~ ~ M 5 log(p
4.4) Err(8,Uy,...,Uy) < Kt o 252/ (d+1) g o Lg()

and
e/(1+e¢)

. Mel/e log(p)
4.5) IA(T) — A|p S K2ag tdlf? | =020
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Theorem 4.5 shows that, under certain regularity conditions, the errors rates in (4.4) and

(4.5) are proportional to deffM2/ U+ N1og (p) /n]2/ 1+ and dif/szelﬂ/.(dHE) log(p)/n]</(1+<),

respectively. The results essentlally depend on the rate of truncation pérameter 7, whose optl—
mal value is proportional to [n Mg s/ log(p)]'/ (7). The convergence rates exhibit a smooth
phase transition. When € = 1, i.e. when &; has a finite second local moment, the upper bound
in (4.5) matches the result under Gaussian distributional assumption for low-rank matrix re-
gression (Negahban and Wainwright, 2011) and tensor regression (Han, Willett and Zhang,

2022; Zhang et al., 2020). When 0 < € < 1, the convergence rate in (4.5) decreases from
et M 5[log( 5)/n]Y? to /der M ot 6[log( 5)/n]¢/ (1<) Furthermore, the parameter & con-

trols the radius of local region. If n is sufficiently large and the intial error Err(?) < 52/(d+1),
then the local radius J is smaller than 1, and the convergence rates are associated to local
moment bounds.

REMARK 4.6. The convergence rate phase transition with respect to the moment order is
also observed in heavy-tailed vector regression (Sun, Zhou and Fan, 2020), matrix regression
(Tan, Sun and Witten, 2023), and time series autoregression (Wang and Tsay, 2023). For
d =1 and 2, the convergence rates obtained in Theorem 4.5 for € € (0, 1] are minimax rate-
optimal for vector-valued and matrix-valued regression models (Sun, Zhou and Fan, 2020;
Tan, Sun and Witten, 2023). For d > 3, the rate in (4.5) with ¢ = 1 is also minimax rate-
optimal (Raskutti, Yuan and Chen, 2019).

REMARK 4.7.  We highlight two key differences between our theoretical results and those
in the existing literature on heavy-tailed regression models. First, we relax the distributional
condition on the covariate X;. In high-dimensional Huber regression literature, the covari-
ates are typically assumed to be sub-Gaussian or bounded (Fan, Li and Wang, 2017; Sun,
Zhou and Fan, 2020; Tan, Sun and Witten, 2023; Shen et al., 2023). In contrast, the pro-
posed method, based on gradient robustification, can handle both heavy-tailed covariates
and noise. Second, our analysis relies on local moment conditions, making our results poten-
tially much sharper than those based on global moment conditions. Numerical results which
verify the advantages of our method over competing methods are provided in Section 5.

4.2. Heavy-tailed tensor logistic regression

For the generalized linear model, conditioned on the tensor covariate X;, the response vari-
able g; follows the distribution

{inxi,A*)

P(y;]X;) ox exp , 1=1,2,...,n.

— (X, A7) }
c(7)
Consequently, the loss function is given by

A widely studied instance of the generalized linear models is logistic regression, where
®(t) =log(1 + exp(t)). In this case, the gradient of the loss function becomes

gy (X A))
VL(A;z) = (1 - exp((Xp, A yi | Xs.
Here, y; is the binary variable with probability
exp((X;, A*))
1+ exp((X;, A*))

exp((X;, A*))

Plys = 1]2:) = 1+ exp({X;, A*))’

and IP’(yZ' = O‘Xl) =1-




16

In the robust estimation literature for logistic regression, since y; is a binary variable,
it is often assumed that the covariate X; follows a heavy-tailed distribution. For example,
the finite fourth moment condition has been considered for vector-valued covariates in the
context of heavy-tailed logistic regression (Prasad et al., 2020; Zhu and Zhou, 2021; Han,
Tsay and Wu, 2023). Tensor logistic regression has been widely applied to classification tasks
in neuroimaging analysis (see e.g. Zhou, Li and Zhu, 2013; Li et al., 2018; Wu et al., 2022).
Recent empirical studies have shown that neuroimaging data follow heavy-tailed distributions
(Beggs and Plenz, 2003; Friedman et al., 2012; Roberts, Boonstra and Breakspear, 2015).
Consequently, there is a growing practical need to study robust estimation methods for tensor
logistic regression.

Given the low-rank structure, the partial gradients of the logistic loss function are

exp((X; x;-lzl UJ-T,S>) e
1+ exp((X; x?zl U;-'—,S>) vi

Vu,L(8,Uy,..., Uy z) = ( > (% X1 521 U ) Sy

for 1 <k <d, and
exp((X; ngl U]‘Ta8>)
1+ exp((X; X?:1 U;'ra8>)

As in tensor linear regression, the partial gradients for tensor logistic regression involve
the multilinear transformations of the covariates, namely X; ><§»l:1 UjT and X; x ?:1’ itk UjT.
Therefore, to derive the optimal convergence rate, it is essential to characterize the distribu-
tional properties of the transformed covariates. In this work, we assume that the covariate X;
has a finite second moment and introduce the concept of the local second moment bound to

obtain a sharp statistical convergence rate.

Vsﬁ(S,Ul,...,Ud;Zi) = ( —yi> (T)CZ X;-lzl U;r)

ASSUMPTION 4.8. The vectorized covariate vec(X;) has the mean 0 and positive def-
inite variance X, satisfying 0 < oy < Apin(2z) < Amax(2z) < B.. Additionally, for some

d €10, 1], the covariate X; satisfies the local second moment bound

Mx,2,6
N d T o oT|?
‘= max sup E ‘xl X1V, ‘ , sup E ‘xl XG=1,j#k Vj Xk C ‘
1<k<d \ v,eV(U*,5) v, EV(U3,9)

1<I<ps

By definition, it is clear that M, 5 s could be smaller, and in many cases much smaller,
than (,. However, the statistical convergence rate of the estimator is governed by the local
moment bound M, 5 s, while 3, plays a role in determining the sample size requirement
and the computational convergence rate. Speciﬁcallz, the statistical guarantees for the robust

estimator with truncation parameter 7, denoted as A(7), depend on M, 5 5.

THEOREM 4.9. For low-rank tensor logistic regression, suppose Assumption 4.3 holds
with some € € (0,1] and § > min{e /@D /Err®) + Or2a; 1671\ /et Megr 5 log(p) /n, 1}
Ifn > k43202 1og(p), < ¥ D [nM, o 5/log(p)]'/?, and other conditions in Theorem
3.3 hold with oo = ., /2 and 8 = [3;,/2, then with probability at least 1 — C exp(—C'log(p)),

after sufficient iterations of Algorithm 1, we have the following error bounds

Ere(8, Uy, ..., Uy) < wtay 2524 0 45 M, 5 5log(p) /n.

IA(7) — A*||p S k20 Y2\ My 2.5 10g(D) /.

and
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Theorem 4.9 provides the statistical convergence rates for heavy-tailed tensor logistic re-
gression under the local second moment condition on the covariates. Importantly, the con-
vergence rate of the robust gradient descent is shown to match the rate for low-rank tensor
logistic regression when using the vanilla gradient descent algorithm with Gaussian design
(Chen, Raskutti and Yuan, 2019). This demonstrates that our method can effectively handle
heavy-tailed covariates, ensuring robust and optimal estimation in such settings. Similar to
tensor linear regression, if the initial error satisfies Err(?) < 52/(d+1) and the sample size n
is sufficiently large, then the local radius § is smaller than one. Under these conditions, the
statistical convergence rates depend on the local second moment of the covariates, which
governs the precision of the estimator.

REMARK 4.10. Compared to existing works on robust estimation for heavy-tailed logis-
tic regression with vector covariates (Prasad et al., 2020; Zhu and Zhou, 2021; Han, Tsay
and Wu, 2023), our proposed method offers a significant relaxation by replacing the finite
fourth moment condition with a second moment condition. This relaxation makes the method
more flexible and applicable to a broader range of scenarios, particularly when high-order
moments (such as the fourth moment) do not exist or are difficult to ensure.

REMARK 4.11. The low-rank structure imposed on the tensor coefficient allows our ap-
proach to leverage the local second moment condition. This results in a much sharper con-
vergence rate, compared to previous methods that typically do not exploit such structural
properties. The local moment condition, which governs the behavior of the covariates in the
partial gradients, contributes to a more precise characterization of gradient deviation, lead-
ing to better statistical guarantees.

4.3. Heavy-tailed tensor PCA

Another important statistical model for the tensor data is tensor principal component analysis
(PCA). Specically, we consider

(4.6) Y=A"+€=8" x|, Ul +&,

where Y € RP1X"XPd ig the tensor-valued observation, A* = 8" x;lzl U;f is the low-rank
true signal, and &€ represents the random noise, assumed to be mean-zero. In the existing
literature, much attention has been focused on the Gaussian or sub-Gaussian noise settings
(Richard and Montanari, 2014; Zhang and Han, 2019; Han, Willett and Zhang, 2022).

In this subsection, we assume that random noise € is heavy-tailed. We propose applying
the robust gradient descent method with truncated gradient estimators to estimate the low-
rank signal in the presence of such heavy-tailed noise. The loss function for tensor PCA is
L8, U,....,UzY)=]Y-8 x?zl Uj||3/2. The partial gradient with respect to Uy, is

VUk_ﬁ(S, Ul, ceey Ud) = (3 X?:l,j;ék U;Uj Xk Uk -Y X?:17j§ék U]-T)(k)S(Tk)
forany k=1,2,...,d. Similarly, the partial gradient with respect to the core tensor 8 is
VsL(8,U1,...,Uy) =8 x4_, U/ U; - Y x4_, U],

These gradients are computed using multilinear transformation fo the data, specifically
Y x ;;:1’ itk UjT and Y x;.lzl U]-T, which are the data projected onto the respective factor
spaces. To ensure robustness against heavy-tailed noise, we introduce the local (1 + €)-th
moment condition for the noise tensor £. The condition is necessary for the gradient-based
optimization method to converge effectively in the presence of heavy-tailed noise.
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ASSUMPTION 4.12.  For some € € (0,1] and 6 € [0, 1], € has the local (1 + ¢)-th moment

Me,l—i—s,é
1+€ 1+e€
= max sup E US x?zl VJT’ ] , sup E “8 ><§l11 itk v;r Xk CZT‘ ]
Isk=d \ v,ev(U,6) v, EV(U3,0)

1<i<py

In constrast to many existing statistical analyses for tensor PCA, our method does not
require the entries of the random noise & to be independent or idetically distributed. This re-
laxation is a key feature of our approach, allowing it to handle more general noise structures,
including those with dependencies and heavy tails.

For the estimator obtained by the robust gradient descent, denoted as A (1), as well as the
estimation error Err(g, ﬁl, ey ﬁd), we have the following convergence rates.

THEOREM 4.13. For tensor PCA in (4.6), suppose Assumption 4.12 holds with some
€ (0,1] and 6 > min(z /D VERO 4+ O 12 MY 1), 1 oMM > 5

e JA+e€,6 0 e 1+€ § ~
T < m2/€6d/(d+1)]\/[1/(_i+§), and other conditions in Theorem 3.3 hold with o = f = 1/2,

then with probability at least 1 — C' exp(—Cp), after sufficient iterations ofAlgorithm 1, we
have the following error bounds

Err(8,Uy,..., Uy) <620 g, MQ/&:F;)

and

= ¥ 1/2 5 ;1/(1+
() = Al < def" D235
Under the local (1 + ¢)-th moment condition for the noise tensor £, the convergence rate
of the proposed robust gradient descent method is shown to be comparable to that of vanilla
gradient descent and achieves minimax optimality (Han, Willett and Zhang, 2022). Speci-

cally, for e = 1, the signal-to-noise ratio (SNR) condition & /M 1 tes A 2 +/p is identical to
the SNR condition under the sub-Gaussian noise setting (Zhang and Xia, 2018). This re-
sult demonstrates that the robust gradient descent method is capable of effectively handling
heavy-tailed noise, while still achieving minimax-optimal estimation performance. Further-
more, in a manner similar to tensor linear regression and logistic regression, if the signal
strength satisfies & > /7 and the initial error is sufficiently small, i.e., Err(®) < 5%/(@+1) the
local radius 9 is strictly smaller than one.

REMARK 4.14. The proposed robust gradient estimation approach offers several key ad-
vantages. First, unlike many existing methods that assume the noise follows a sub-Gaussian
distribution, our approach relaxes this assumption by requiring only a (1 + €)-th moment
condition on the noise tensor E. This broader assumption allows the method to handle more
general noise distributions, including those with heavier tails. Second, our method also ac-
commodates the possibility that the elements of the noise tensor €& may exhibit strong corre-
lations. However; it is important to note that the correlation structure does not directly affect
the estimation performance. Instead, the noise that influences the estimation is only the part
projected onto the local regions, characterized by M, 1. s. This localized effect allows the
method to remain robust even when the global correlation in the noise is strong. Third, we al-
low M, 14 s to diverge to infinity, meaning that the method can tolerate increasingly larger
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noise values in certain regions. However, for reliable estimation performance, the SNR must
. .. 1/2 — . .. ;

satisfy the condition o /M 6/1 s 2 \/p- This condition ensures that, even as the noise may

increase in magnitude, the method still achieves optimal estimation performance as long as

the signal is sufficiently strong.

5. Simulation Experiments

In this section, we present two simulation experiments. The first experiment is designed to
verify the efficacy of the proposed method and highlight its advantages over other com-
petitors. By comparing the performance of the proposed approach with that of alternative
estimators, we demonstrate its superior robustness and accuracy. The second one aims to
demonstrate the local moment effect in statistical convergence rates. Specifically, this ex-
periment examines how the relaxation of the sub-Gaussian assumption and the use of local
moment conditions influence the convergence behavior, providing empirical evidence for the
theoretical results.

5.1. Experiment 1

We consider four models, and for each of them, we explore how different covariate and noise
distributions affect the performance across diverse scenarios.

* Model I (multi-response linear regression):
(5.1) yi= (A% +e;, i=1,...,500,

where x; € R, y;.e; € R0, and A* € R®*10 i5 a rank-3 matrix. Entries of x; and e;
are ii.d., and four distributional cases are adopted for model I: (1) z;; ~ N(0,1) and
€ik ™~ N(O, 1); (2) Xg 5 ~ N(O, 1) and €ik ™~ t1.5; (3) Tj5 ~ ?1.5(20) and €ik ™~ N(O, 1);
and (4) z;; ~ %vl,5(20) and e; , ~ t1.5. Here, %VZ,(T) is the bounded ¢ distribution with v
degrees of freedom and bound 7, i.e., X ~t,(7) if X = T(Y,7) where Y ~ t,,.

* Model II (tensor linear regression):
(5.2) y¢:<A*,DCi>+e,~, 1=1,...,500,
where X; € R12X10x8 ) e, ¢ R, and A* € R12X10%8 hag Tucker ranks (2,2,2). Entries
of X; are i.i.d., and four distributional cases are adopted: (1) (X;);, j,j, ~ N(0,1) and e; ~
N(Oa 1); ) (xi>j1j22§ ~ N(Ov 1) and e; ~ t1.5; (3) (xi)j1j2j3 ~ t1.5(20) and e; ~ N(O> 1);
and (4) (xi)jljzjs ~ t1.5(20) and €; ~ t1‘5.

* Model III (tensor logistic regression):

exp((X;, A%)) .
P(y; =1|X;) = =1,...,500
(yl | 2) 1+exp(<x27‘A*>)7 ? ) ) I
where X; € R12X10x8 o, € 10,1}, and A* € R12X10%8 hag Tucker ranks (2,2,2). Entries
of X; are i.i.d., and two distributional cases are adopted: (1) (X;);, .5, ~ N (0,1) and (2)

(i) j1jags ~ £1.5(20).
« Model IV (tensor PCA): Y = A* + &, where Y, & € RI2X10x8 '3pnd A* € R12X10%8 hag

Tucker ranks (2,2,2). Entries of € are i.i.d. and two distributional cases are adopted: (1)
8j1j2j3 ~ N(O, 1) and (2) 8j1j2j3 ~ t1A5.
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For Model I, A* has singular values (10, 8,6), and for Models II-1V, the Tucker decom-
position of A" in (1.1) has a super-diagonal core tensor 8 = diag(10, 8). For all models, the
factor matrices U’s are generated randomly as the first r; left singular vectors of a random
Gaussian ensemble. The first distributional case of each model represents the light-tailed set-
ting, while the others are heavy-tailed as at least part of data follow heavy-tailed distribution.

We apply the proposed robust gradient descent algorithm, as well as the vanilla gradient
descent and adaptive Huber regression in Remark 4.2 (except for Model III) as competitors,
to the data generated from each model. Initial values of A is obtained by Algorithm 2, and

HOSVD is applied to obtained 8 , Ugo), cey Uglo). The hyperparameters are set as follows:
a=b=1, step size n = 1073, number of iterations 7" = 200, and truncation parameter 7 is
selected via five-fold cross-validation. For each model and distributional setting, the data gen-
eration and estimation procedure is replicated 500 times. The estimation errors across these
500 replications are presented in Figure 2, which summarizes the results of the experiment.

1.5+
1.0+
0.5- method
1-VGD
00 { % —e- 2-HUB
3-RGD
$ %
-05 + L’
¢
1.0 * i
¢
Case 1 2 3 4 1 2 3 4 1 2 1 2
Model | 1 n v

FIG 2. Estimation errors in logarithm (upper bar for 75 percentile, dot for median, and lower bar for 25 per-
centile) of three estimation methods for all models and cases.

According to Figure 2, when the data follows the light-tailed distribution (Case 1) in all
models, the performances of three estimation methods are nearly identical. However, in the
heavy-tailed cases, the performance of vanilla gradient descent deteriorates significantly, with
estimation errors much larger than those of the other two methods. Overall, the robust gra-
dient descent method consistently yields the smallest estimation errors across all three meth-
ods. Specifically, when the covariates follow heavy-tailed distributions (i.e. Cases 3 and 4 for
Model I and Cases 3 and 4 for Model II), the robust gradient descent method outperforms
adaptive Huber regression, producing significantly smaller estimation errors. When the co-
variates are normally distributed and the noise follows a heavy-tailed distribution (i.e. Case
2 for Models I and II), the performances of the robust gradient descent and adaptive Huber
regression methods are similar. These numerical findings support the methodological insights
presented in Remark 4.2 and are in line with the theoretical results discussed in Remark 4.7,
confirming the robustness and efficiency of the proposed method in handling heavy-tailed
data.

5.2. Experiment 2

We consider Model I in (5.1) and Model II in (5.2) in the second experiment. To numerically
verify the local moment condition, we introduce a row-wise sparsity structure for the factor
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matrices. Specifically, we define each U}, as U] = [62,03X(pk,5)]—r, for k = 1,2, where

ﬂ'k € R%*3 is an orthonormal matrix generated randomly, following a similar procedure as
in the first experiment.

In Model I, we have UlTxZ- = UlTii and UQTeZ- = UlT'é'i, where X; and €; are the sub-
vectors of x; and e;, respectively, containing their first five elements. In other words,
if we project the covariates or noise onto a local region around the column spaces of
U7 and U3, respectively, the transformed distribution is only related to the first five ele-
ments. Hence, we consider the following vectors x;1 € R®> ~ N(0,1), x;2 € R® ~ 1 5(20),
X;,3 € R0 ~ N(O, 1), X4 € R0 ~ ?1.5(20), €;1,€;2 C R® ~ N(O, 1), and €;3 € R? ~ t15,
where v ~ D represents that the elements of v are independent and follow the distribu-
tion D. Seven distributional cases are considered: (1) x; = (x;;,x/3) ", ei = (e/},e/y)";
(2) x; = (leaXZQ)T, €, = (eZpeZ‘T,Q)T§ 3) x; = (le’XZS)T’ €, = (ezlyeiT,:g)T; 4)
Xi = (Xl—'l’—lax;l’—zl)-l—’ €, = (e@—'ljlae;l:g)T; (5) Xi = (X;|:27X7T3)T7 € = (ez:lveIQ)T; (6) X =
(X;—bxz'T,z)T’ € = (ez’T,:),»eL)T; and (7) x; = (X;rz,ng)T, e = (eZzs,eL)T. By definition,
for some sufficiently small J, the local moments M, 2 5 and M, 1. s remain unchanged in
the first four settings even with varying distributions of x; and e;. In the last three settings,
the local moments of covariates or noise get larger. B

In Model II, by the row-wise sparse structure of Uy’s, X; x?zl UjT =X; x ?:1 U/, where

X; € R5*5%5 ig sub-tensor of X; containing (%) j1jajs Tor 1 < <5and 1 <k < 3. Hence,
we consider four distributional cases for X;: (1) all elements X; follow N(0,1) distribu-
tion; (2) all elements of X; follow N (0, 1) distribution, and the other elements of X; follow

f1,5(20) distribution; (3) all elements of X; follow %Vl,5(20) distribution, and the other ele-
ments of X; follow N (0, 1) distribution; and (4) all elements of X; follow ¢1 5(20) distribu-
tion. Similarly to model I, the local moment M, 5 5 is the same in cases 1 and 2, and gets
large in cases 3 and 4.

0.9 4 }

0.6

t t i {

0.3 1 L

Case 1 2 3 4 5 6 7 1 2 3 4
Model | Il

FI1G 3. Estimation errors (upper bar for 75 percentile, dot for median, and lower bar for 25 percentile) of robust
gradient descent for all models and cases.

For each model and case, we apply the proposed robust gradient descent method and repli-
cate the procedure for 500 times. The estimation errors over 500 replications are presented
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in Figure 3. For Model I, the estimation errors in Cases 1-4 are almost identical, but those in
the other cases are significantly larger. Similarly, for Model II, the errors are nearly the same
in Cases 1 and 2, and increase substantially in Cases 3 and 4. These numerical findings in
the second experiment confirm that the estimation errors are closely tied to the local moment
bounds of the covariates and noise distributions, as discussed in Theorem 4.5.

6. Real Data Example: Chest CT Images

In this section, we apply the proposed robust gradient descent (RGD) estimation approach
to the publicly available COVID-CT dataset (Yang et al., 2020). The dataset consists of 317
COVID-19 positive chest CT scans and 397 negative scans, selected from four open-access
databases. Each scan is a 150 x 150 greyscale matrix with a binary label indicating the disease
status. The histograms of kurtosis for the 150 x 150 pixels are presented in Figure 1, which
provide strong evidence of heavy-tailed distributions, a characteristic commonly observed in
biomedical imaging data.

To identify COVID-positive samples based on chest CT scans, we employ a low-rank
tensor logistic regression model with d = 2 and p; = p2 = 150. For dimension reduction, we
use a low-rank structure with 7; = ro = 5. As in the first experiment (Section 5), we apply
both the proposed robust gradient descent (RGD) algorithm and the vanilla gradient descent
(VGD) algorithm to estimate the Tucker decomposition in (1.1). For training, we randomly
select 200 positive scans and 250 negative scans, using the remaining data as testing data to
evaluate the classification performance of the estimated models.

Using each estimation method, we classify the testing data into four categories: true
positive (TP), false positive (FP), true negative (TN), and false negative (FN). The perfor-
mance metrics used for evaluation include: precision rate: P = TP/(TP + FP); recall rate:
R = TP/(TP + FN); and F1 score: F; = 2/(P~! + R™!). The precision, recall, and F1
scores for the RGD method are reported in Table 1, alongside the performance of the VGD
method as a benchmark.

The results demonstrate that the RGD method outperforms the VGD method in terms of
all three evaluation metrics: precision, recall, and F1 score. This highlights the ability of the
proposed method to provide reliable and stable statistical inference in real-world applications,
especially in the challenging domain of COVID-19 diagnosis from chest CT scans.

TABLE 1
Classification performance of VGD and RGD on chest CT images

Method | Precision Recall F1 Score
VGD 0.898 0.829 0.862
RGD 0.954 0.880 0.916

7. Conclusion and Discussion

We propose a unified and general robust estimation framework for low-rank tensor models,
which combines robust gradient estimators via element-wise truncation with gradient descent
updates. This method is shown to possess three key properties: computational efficiency,
statistical optimality, and distributional robustness. We apply this framework to a variety of
tensor models, including tensor linear regression, tensor logistic regression, and tensor PCA.
Under a mild local moment condition for the covariates and noise distributions, the proposed
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method achieves minimax optimal statistical error rates, even in the presence of heavy-tailed
distributions.

The proposed robust gradient descent framework can be easily integrated with other types
of robust gradient functions, such as median of means and rank-based methods. Furthermore,
while we focus on heavy-tailed distributions, the framework can also be adapted to handle
other scenarios with outliers, including Huber’s e-contamination model and data with mea-
surement errors.

While we have primarily considered Tucker low-rank tensor models in this paper, the
proposed method is highly versatile and can be extended to other tensor models with different
low-dimensional structures. In addition to Tucker ranks, there are various definitions of tensor
ranks and corresponding low-rank tensor models (e.g., canonical polyadic decomposition
and matrix product state models) (Kolda and Bader, 2009). Given the broad applicability
of gradient descent algorithms, the robust gradient descent approach can be leveraged for
these alternative models as well. Moreover, sparsity is often a key component in low-rank
tensor models, facilitating dimension reduction and enabling variable selection (Zhang and
Han, 2019; Wang et al., 2022). The robust gradient descent method can be utilized for robust
sparse tensor decomposition, further enhancing its utility in high-dimensional settings.

In nonconvex optimization, initialization plays a crucial role in determining the conver-
gence rate and the required number of iterations. Specifically, the radius ¢ in the local moment
condition depends on the initialization strategy. Hence, developing computationally efficient
and statistically robust initialization methods tailored to each statistical model is of signifi-
cant interest for future work (Jain et al., 2017).
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APPENDIX A: CONVERGENCE ANALYSIS OF ROBUST GRADIENT DESCENT
A.1. Proofs of Theorem 3.3

The proof consists of five steps. In the first step, we introduce the notations and the regularity
conditions in the following steps. In the second to fourth steps, we establish the convergence
analysis of the estimation errors. Finally, in the last step, we verify the conditions given in
the first steps recursively. In the following, we let C;; > 0 be the constant only depending on d.

Step 1. (Notations and conditions)
We first introduce the notations used in the proof. At step ¢, we simplify the notations of

the robust gradient estimators to Sét) and G,(:), fork=1,...,dand t =1,...,T. Denote

"
Vi = (@4U)8)",

AY =GP —E[V,LD] =G —E[VLAY) Gy Vi),
and

A =8¢ ~E[VoL®) =51 - E[VLAY) <, U,
as the robust gradient estimation errors. By the stability of the robust gradients, HA,(? |2 <
o AD — A2 + &, forall k=0,1,...,dand ¢t = 1,2,...,T. In addition, we assume b <
g1/(d+1) "ag required in Theorem 3.3.
Let A* = 8* x¢_, U; such that U;'U; = b’1,,, for k= 1,...,d. Define O, = {M €
R™" MM = I,} as the set of r x r orthogonal matrices. For each step ¢t =0,1,...,T, we
define

d
En® {Z |0y — U0k + |I8Y) — 8" xd_, Of u%},
k=1

= min
04€0,, ,1<k<d

and

d
(0",...,0)= argmin U — U042+ 18 — 8" x4, O] 2 5.
0:€0,, ,1<k<d | ;5

Tk

Here, Err*) collects the combined estimation errors for all tensor decomposition components

at step t, and O,(:)’s are the optimal rotations used to handle the non-identifiability of the
Tucker decomposition.

Next, we discuss some additional conditions used in the convergence analysis. To ease
presentation, we first assume that these conditions hold and verify them in the last step.

(Cl)Forany t=0,1,...,Tand k=1,2,...,d, SE?)H < Cab~ 4 and HUE:)H < Ob for some
absolute constant greater than one. Hence, HV,(f) I < ||SEZ)) 1Tz ||U§-t) | < Cqab~ 1.
(C2)Forany t =0,1,...,T, Err® < Caf~102k2.

Step 2. (Descent of Err())
By definition of Err® and O,(f)’s,

d
-y (t+1)  ypr @D |2 s d  oE)T]?
B = HUk — UiOy HF * HS(H_I) =852 0; HF
k=1

d
t+1) 1 a®|? (t+1)  @* d ®T?
S;HUk uiol| +|s 8 xd_ 07| .
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For each k =1,--- ,d, since U,(:H) = Ugf) - nG,(:) - anU,(:) (U, U,(:) —b’1,,), we

have that for any ¢ > 0,
ot —upol |12
=[uy - U;0)) (G} + U (UPTUY - 81,,))2
=[u}! - U;0)) — n(E[ViL®) + aUP (U TUY —11,,)) — Al |2
A <uf - U0y —nEVLLO] +aUP (U TUY - 07L,) 2 + 2 A |2
+ 29 AL UL — U0 — n(E[vVLW] + o (U TUY —0°1,,)) e

<(1+ QU — U0 — yEVLO] +UP(UPT

Ul — 81,12
+ 1+ Al

where the last inequality stems from the mean inequality.
For the first term on the right hand side in (A.1), we have the following decomposition

(A.2)
U — U0l — nE[VLO] +aUP (U U —11,,)))12
=[UY — U;0P |2 + 2 |E[ViL®] + aUP (U TU® — 121, )2
— Ul — U0 E[v,£O)) - 2pa(U? — Urol” UV (U TUY — 121, ).
Here, by condition (C1), the second term in (A.2) can be bounded by
IEVeLO] +aUP (U Tul? 521,12
<2|[E[VZ(AD)] 1y V|2 + 22200 (U U 81, ) )12
- T
<2 VP IEVZ(AD)])Z + 202U 2| U T 8L, |12
<Cab 2F2|[EVLAD)|2 + ca?p? UV TU? — 21, |12.
The third term in (A.2) can be rewritten as
U —urol) E[v,L®))
=AM — 80 » ., U x, U0 E[VZ(AD)] - E[VL(A*
{ Xz U7 X Up O 7 E[VL(AY)] — E[VL(AY)])
=(AY — AP E[L(A")] - E[VL(AY)]),
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where .A,(f) =8 X jtk Ug.t) X ke UZO,(:). For the fourth term in (A.2), we have
(0~ U100, TP U i)
=(uPTu - Tuiof ul T v, )
:% (uTuP —uiTug v o - ey, )
41 <U;;TU;; —2u" ol + vl ol v Tul - bQIrk>

.
fHU“) Ul 81, |2

1
2 {wiol ~ U)ol U Ul U -, )
T T
HU“ % b?Im||F~||Uk0“ U2 ool 21, |1

T 1 T
> U Tu mrknp—fuuko(“ UY - 10O 0L

T *
HU WTul b, 12 - ||U ~u;ol|2,

where we use the fact that HU,’;O,(? - Uk ”12: < Err®,
Hence, forany k =1,2,...,d,
t « (t t T
IU - U0 — n(E[VLY] + aU) (U U}~ 0L,)

<[ul U0z - 20" + QUL

2 qErr®

7 a T 2
Qiy = (A — A E[VL(AY)) + HU,‘? U -, | - HU <o) HF

Qi) = Cab 25 [E[VL(AD)] |2 + Ca®p?|[U U — 0L, |12,
Similarly, for any ¢ > 0,

Hg(t+1)

—I81 —8* x¢_, 0T —yE[VoLO] —nAl)|2

=8 x{_ O [ = 8" — nG{ - 8* x{_, O |I?

<(1+0)I8"M —8* x¢_, 0T —yE[VoLO|2 + n*(1+ ¢ HIAP 2,
and
180 — 8% xf_, OV — E[VoL®]|2 < 8 — 8* x{_; 0V |12 — 20417 + Q4.
where

Q) =(AY — AP E[VL(AY)]) with AJ) =8 x{_, UPOT

)

and Q) = Cab* |E[VL(AD)]|2,
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Hence, combining the above results, we have

d d d
Err( ) < (1+C){Err“) —2y QY Qi+ } (¢ > 1AL .
k=0 k=0

k=0
Step 3. (Lower bound of ZZZO Q,(f)l)
By definition of QS:)I fork=0,...,d, we have

d d
DO = <<d +1)A0 Zﬂg)»E[Vﬁ(ﬂ“’)1>
k=0 k=0
2 Err) * )12
+a2{ [0TU —PL - = 0y - U0 ||F}.

For the first term, by RCG condition of £ and Cauchy’s inequality,
< (d+1)A Zflk ,E[VL(A >)}> = (A — A" + HE[VL(AD)])
—(A® — A*,E[Vﬁ(A( N = E[VL(A")]) + (FCE[VL(AD))
%HA“) — A |E+ 215HE[VE(J‘I“))]II% — |3l - IB[VL(AD)] e
> 5140 - & [} + 35 IEVEAONE - TIEVEAD)IE - 3130}

«a . 1 —
=510 — A [F + @\\E[Vﬁ(ﬂ(”)]\lg — BIIFC|IE

where 3 is the higher-order perturbation term in
Dy Z — AW) 4 3¢,

By Lemma A.2, we have ||H|[p < Cyb™ 6Err( ). Hence, by Lemma A.1, Zk 0 Qk 1 can
be lower bounded by

d
@ N 1 — 4
>0 = GIAY — A+ IEIVEA©)E — Casb o (B
k=0

+ 7 Z ooy - L, |12 - (EIT( )?
aErr(®
> Cab®5=2 — Cd5b7462Err(t) — Err(®)

d
1 — a o _
+ 5 EIVEAONE + (- Caot®2572) 37U 10— 0L}
k=1

> Cab?x2Er® HIE[VL’ (ADY|2 + <f — Cyab®=? —2> Z uOTu® —p21, 2.
k=1
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Step 4. (Convergence analysis)
We have the following bound for S7¢_ Q,(f)Q

d d
>0l < CaPEIVEAY) R+ 302 3 U U -2, 2
— k=1

Combining the results above, we have
d d
t t
B — 20 % Qi)+ 77D Qi)
k=0 k=0
< (1 . cazﬂdﬁ*%) Err®) + <Cdb2dn2 - 4’7) IE[VZ(AD)]|2

+ <3a2b2772 + Cyab®2572 > Z HU — L, 7.

Taking 1 = nob~ 247! and a = Cyb*?~2ax 2 for some sufficiently small constants 7y and
Cop, we have
d

d
Err®) — 2p Z Z (1—CaB k™ 2En®
k=0

k=

and
Err™D) < (14 ¢)(1 = noaf 'k~ 2)Er® + (14 ¢! 22 [PNRAES
Taking ¢ = noaB3~1k~2/2, we have
ErrttD) < (1- 170045_1/{_2/2)Err(t) + Ca~tp g4/ (d+1) .2 i ||A,(f) 2.

By stability of the robust gradient estimators, for k=0,1,...,dandt=1,2,...,T,
AR < ol AW — A%+ €2
Hence, as ¢ < a2k ~4524/(4+1)  we have

(A.3)

d
Err(t+1) S( 7700(6 K 2/2)EIT +Cd0( lﬁ 1— 4d/(d+1 <¢||‘A -A*H?:""Z&%)
k=0

< (1—noaftk"2/2 + Cya~ B~ 1524/ (D) 2 Er®) 4 01 g~ 1544/ (d+D) 225
k=0

d

<(1- Cocﬁ_ln_Q)Err(t) + Ca~tglg—4d/(d+1) ;2 Z&g
k=0

< (1— Caf 'k 2)HENO 4 02544/ (d+1) 4 Zgi
k=0
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We apply Lemma A.1 again and obtain
HA(t) _ A*”l% < Ca_2d/(d+1)Err(t+1)

d
< 052d/(d+1)(1 _ CaﬂflﬂfQ)tErr(O) 4 O5—2d/(d+1) (=2 ,4 Z&%
k=0

d
<CrY (1= Cap 'k A — A%|F + Co2W D252y " .
k=0

Step 5. (Verfications of conditions)
Finally, we show the conditions (C1) and (C2) hold for all t =1,2,.... By Lemma A.1,
we have

Err” < C(a/B)0%~2 < CV2.

By the recursive relationship in (A.3), by induction we can check that Err®) < Cb? for all
t=1,2,...,T. Furthermore, it implies that

o) < ug) + Uy —uzol|| < ch, k=1,2,....4,
and

(t) * (t) x o d 0N —d
max ”‘S(k)H < m]?XHS(k)H + max Hs(k) — 8" X, O; | <Cob™?,

which completes the convergence analysis.

A.2. Auxiliary lemmas

The first lemma shows the equivalence between ||A — A*||2 and the combined error E,
which is from Lemma E.2 in Han, Willett and Zhang (2022) and is presented here for self-
containedness. The proof of Lemma A.1 can be found in Han, Willett and Zhang (2022) and
hence is omitted.

LEMMA A.l.  Suppose A* = [8";U7,...,Uj], UZTU;C =1, fork=1,....d, 6 =
maxy, [[Afy [sp, and o = ming oy, (A, ). Let A = [8;Un, ..., Uq] be another Tucker low-
rank tensor with Uy, € RP<*™ || Uy || < (14 co)b, and maxy, |8, [| < (1 +co)ab~? for some
co > 0. Define

F:= min
0,€0p, 1y,

Then, we have

d 2
> IU - U;0u 3 + |8 - [8%:07] ... 0] ¢
k=1

d
E<bH0+ i P07 |A - AT [F+207°C1 Y |[U, Uy — 071, |2,
k=1
and | A — A*||2 < CH*(C + Co520~ 24 B,

where C1,Co > 0 are some constants related to cy.
The second lemma is an upper bound for the second and higher-order terms in the pertur-

bation of a tensor Tucker decomposition, as the higher-order generalization of Lemma E.3 in
Han, Willett and Zhang (2022).
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LEMMA A.2. Suppose that A* = 8* x¢_ Ut and A =8 x¢_, Uy with |Ui|| <
ULl = b and |8l < I8¢, [l =< b= For O, € Q,,, 1 <k <d, ||H||g < Cyb—2GEr,
where H = A* — Ay — S0, (A, — A) and Err = S0 Uy, — ULO4 )12+ |8 — 8* x¥_,
O/ ||z Then, |H|r < Cyb~2GErr.

PROOF. We have that

I1He <> |I8* Xizji (Ui = UF0s) xiz U504,

j#k
+ Y |18 Xzt (Ui = U5 04) X ot U0,
kAl

+oo b Y187 Xigy (Ui = UF0;) xiz; UGO;[lp + 8% x(y (Ui = UF0)) |
J
< Z H(S XZ:I Ok — 8*) Xi:j,k (UZ — U:‘OZ) Xi;éj’k U;OjHF
J#k
+ ) H(S Xy O = 8%) Xizjnt (Ui = U O5) Xizj U;OjHF
J#k#l
4+ Z ”(S Xzzl Ok: — 8*) XZ‘#]‘ (UZ — U:Ol) Xi:j U;O]HF
J

+ (8 x{=y Ox —8") xiLy (Ui = U Oy)

d .
< (g) ByBY 2By + < 3> ByBI*BY? 1 ... 4 dBy B BY V" 4 B,BY?

d
+ (g) BI2BY? 4 ( 3> BI3B2 4 ...+ dB BY* + B{"V? < C b ~25E,

where By = maxy (U]l [Ukll), By = maxi([[8,, I8w)l), and Bz = max;.(||U —
U028 — 8" x{_; Okl?). -
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APPENDIX B: STATISTICAL ANALYSIS OF ROBUST GRADIENT

The most essential part of the statistical analysis is to prove that the robust gradient
estimators are stable.for 1 < k < d, the robust gradient estimator with respect to Uy, is
G = n-1 Z?:l T(Vﬁ(ﬂ, ZZ)(k)VkS&), T). Note that

- — —
B1) Gy~ ViR =~ > T(VL(A; 2:) 1y Vi, 7) — E[VL(A; 21) 1) Vi)
. =1

=Tk + T2+ Tk +Tya,

where
Tk71 :E[T(VZ(A*7 Zi)(k)vk, T)] - E[VZ(.A*, zz)(k)vk]7

1 o — —
T2 = ET(Vﬁ(A*; i) (k) Vi T) — E[T(VL(A; 20) (1) Vi, 7)),

i=1
T3 =E[VL(A"; 2) (k) V] — E[VL(A; 25) (1) Vi
+ E[T(VZ(A, Zl)(k)vk, 7’)] — E[T(VZ(.A*, Zz)(k)Vk; 7')],

1< - 1< o
T4 = ;T(Vﬁ(ﬂ;zi)(k)vkﬁ) - ZT(Vﬁ(A $2) (k) Vies T)

i=1
— E[T(VL(A; 20) (6) Vi, T)] + E[T(VLAY; 20) (6) Vi, T)]
Similarly, for 8, its robust gradient estimator is

g
So= n ZT(V[:(A;%) X?ﬂ U;'raT)-
i=1

We can also decompose Gy — EV (L into four components,
1 ¢ - -
©2) S0~ E[VoL] =~ > T(VL(A;2) x4, U, 7) = E[VL(A; ) x—, U], 7)]
. i=1
=To,1+To2 4+ To3 + To.4,
where
To1 =E[T(VL(A*;2;) x;-lzl UJ»T,T)} —E[VL(A%; z) ><;l:1 U;'r]v

1 — — —
Too=— ZT(Vﬁ(A*; z) x9_, U/, 7) —E[T(VL(A*; ) x9_, U}, 7)),
=1

To3 =E[VL(A*; z) x_, U] = E[VL(A; z) x9_, U]
+E[T(VL(A; ;) x4, U] 7)] = E[T(VL(A*; 2;) x9_, U/, 7)),

BN - d T 1 ¢ 7oA d T
Toa=- Z;T(VE(A; z) x§o U om) =~ Z;T(VE(A 12) 21 Uy, 7)
1= 1=
—E[T(VL(A; 2) x§y UJ 7)) + E[T(VL(A" 2) x§_y UJ, 7).
To prove the stability of the robust gradient estimators, it suffices to give proper upper bounds
of | T j|lr for0 <k <dand 1 <j <4.
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B.1. Proof of Theorem 4.5

PROOF. The proof consists of seven steps. In the first six steps, we prove the stability
of the robust gradient estimators for the general 1 < ¢ < T and, hence, we omit the no-
tation (¢) for simplicity. Specifically, in the first four steps, we give the upper bounds for
] - [Tk 4||r, respectively, for 1 < k < dy. In the fifth and sixth steps, we extend the
proof to the terms for dy + 1 < k < d and core tensor. In the last step, we apply the results
to the local convergence analysis in Theorem 3.3 and verify the corresponding conditions.
Throughout the first six steps, we assume that for each 1 < k < d, |Uy|| < '/(¢+1) and
|| sin@(Uy, Uy)|| < d and will verify them in the last step.

Step 1. (Bound || T}, 1 ||g for 1 < k < dp)
Forany 1 <k <do, weletr, =riry---rq, /7% and

VL(A"; 2i) (1) Vi = [(Xs x4 U;r)(k) ®vec(—&; ><d d“ UdOﬂ)T]S&).

Jj= 1J¢k
Denote the columns of S(Tk) as S(k) = [Sk,1,5k,25- - -+ Sk, Such that vec(Sy, ;) = s ;. The
(I,m)-thentry of n=1 3" | VL(A®; 2;) () Vi i

*Z([ X g U ooy @ vee(— € x i UL )T st )

1
= [0 O St UL ),

*Z[ R )Skm(@’}i:doﬂUJT)(*ei)L

*ch i) Q= U;ekU )Sk m(®§l:d0+1U;‘r)(—ei)a

where c; is the coordinate vector whose /-th entry is one and the others are zero.
For the fixed Uj’s, let M1 = (®52, ., Uj)/| @, ., Uyl and ¢/ (X)) Mp1 =
(g ) 1504 ) - w;i% ,,)- Similarly, let My, » = (@ dOHUT)/H @741 U] | and My pe; =
() ) (l)

(251> 20 s s Zk77"d0+17"d0+2“‘7"d) . By Assumption 4.3, I[?J|wk,717j\1+E < M, 14esand E|z,(€i3n,]1+€ <
Meites, for j=1,2,...,m, 1 =1,2,....pk, and m' = 1,2,...,rq,417¢y+2 - Ta. Let
Mmm:sk /S| and M, 3, M 2€; = (b, 1 A mas -+ ,gzzm )form=1,2,...,rp
Then, sz GITEXG] S M1 gc.6- Let v,(gzlm w,(jgjz,(cznj which satisfies that

E |:|vkz,j,l,m|1+€} =k |:|wkzyj,l|1+e -E |:’Zkz,m,j|1+6|xin 5 Mx,1+e,6Me,1+675

Let o), =5 o), and ElJug) 15 S Mo yes Mo res.
WEe first bound the bias, namely 7}, ; in (B.2). We have that

Pk Tk ) 2
|Ti1l|2 = e >N ’E (U;(;},mﬁk)] ;
=1 m=1

where 7, = 7- || ®;'l:1,j7£k Ujuil -(maxi<m<n, Hsk,mH) =< My 11e,5Me,1+¢,5/ log( )]1/(1+6)~
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Foranyl=1,2,...,pr and m = 1,2, ..., 7, by definition of the truncation operator T(-, -)
and Markov’s inequality,

‘E {’Uklm}—E{T(UI(;%m, ”<E[|Uklm| 1{|vf€f§,m|27k}]

<E [|v,(;g m|1+1 e 'P( Ukl m| > 1)/ 019
¢/(1+¢)
}1/<1+s> E [0}l

1+e

<E [’vlgig’m‘lJre
Tk

1/e 1/e _ ¢/(1+e)
M:L‘,/l—i-e,&Me,/l-i-e,& log(p)

n

- —€ _
~ Mg 1+ed * Me,1+e,5 T =

with truncation parameter

1/(1+€
nMx,1+e,6Me,1+e,6 / )

log(p)

T <

Hence, for k=1,...,dp,
MY MY Slog(p) |

||Tk71||F 5 5—d/(d+1)\/m z,1+€,0 e,14¢€,8
n

Step 2. (Bound || T}, 2||r for 1 < k < do)
For T}, 5 in (B.2), similarly to T}, 1,

| T 2| = 57 Z

Im

1 — i i
- Z T(v,&}ym, k) — E[T(Ul(c,g,m’ k)]

Foreach¢=1,2,...,n, it can be checked that
ET(’) <16E 1+€V1_6M M
(vk,l,m’ Tk) T ’vk7l7m‘ =T Vg 14e,6 Ve l4e,d-
Thus, we have the upper bound for the variance

var(T(vf)) 7)) SE | T(0f) o702 S 707 Mot esMoses

Also, for any ¢ = 3,4, ..., the higher-order moments satisfy that

B ({10042 70 - BT[] < )2 B | (T00) ~ BT

By Bernstein’s inequality, forany 1 <1 <pp, 1 <m <rg,and 0 <t S7 My 14 e 5Me14e s

S < nt?
>t) <2exp| — e v; .
k z,1+€,64Ve,14€,6

1 i
=Y T e ™) ~ ET(0)] 0 70)
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Lett= C’M;/l(}rj?Mel/l(i:g) log(p)¢/(1+€)n=¢/(1+€) Therefore, we have

{

ZT 08} s Tk) — ET(0}) 0, 78)

¢/(1+€)

Ml/e Ml/e loo (5
80 ) < Cexp (—Clog(p))

> C z,1+€,0" e, 1+€,0
n

and
1/e 1/e ~ e/(1+e€)
1 (4) () My sMi s log(p)
¢ 12%)1; ﬁ ZT(vk’l’m’ Tk) o ET(vk,Lma Tk) > C .
1<m<ry, i=1

< Cpgriexp (—Clog(p)) < Cexp(—Clog(p)).
Hence, for 1 < k < dj, with high probability at least 1 — C'exp(—C'log(p)),

1 - r * r *
EZT(V'C(A 320) (k) Vi, 7) — E[T(VL(A"; 20) (1) Vie, 7))

F

1/e 1/e _ €/(1+e)
M M 1
Sad/(dﬂ) IR z,14¢,8 ;1%,5 og(p)

Step 3. (Bound || T}, 3| for 1 <k < dp)
The tensor linear regression can be rewritten as

vec(Yi) =yi = A*x; + €; = mat(A)vec(X;) + vec(E;).

Hence, we denote matricization of A and A* as A and A*.
Asinstep 1,

IE[VL(A; 20) 1y Vie = VLA 20) ) Vil I
<[V IE[(A — A")xix] ]| S >V B2)A — A% 2.

For 1 <1 <p; and 1 <m < ry, let the (I,m)-th entry of VL(A;z)4) Vi and
VL(A"; 2) (k) Vi be x,(;)l , and y,gzg . Tespectively. Let E[]a:g)lm y/(cl% = Si,l,m’
then 7%, S0, 52,1, 5 02D A - A7 .

Similarly to v} . let M 3, My 2(A — A%)x; = (rf 710 o, )T Note that
|A|| <o and ||A*|| < 7, and hence ||A — A*|| < . Then,

ClT(:xi)(k)Mk,le,&kaQ((A —A%)x; —e;)

and

=— ClT(xi)(k)Mk 1My, 5.0 Mi2€; + ¢ (X)) My, 1 Mg 3, My 2(A — A%)x;

(%) (4)
_zwkl,] km]+zwkjlkm,] =Vptm T U lm

where E[\vk TS My 1te s Me 1465 and Ef|u, () mH <58,
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Forany 1 <[ <pgand 1 <m <y,
Efef) 1 = Ut ) — BT ™) = T4 7|
<E o) = vl I8 + 0l ] 2 70|

<E[laf) 0 = 0l (10l = 7/2} + 1), = 7/2))]

1/2 ; 1/2 ; 1/2
. []P’ (k)0 = 7/2)  + B (Juf),] = 70/2) ]

1/2 ) 1/2
<s ) E"”kl’m“+E E‘ul(clj,m|
= hbm (mk/2)1+¢ Te/2

1

X Sk lm [log( p)L /2012 4 51/281/2 g () 75ae MEE pEE n2+26] = Sk7l,m¢§/2

z,1+€,0" e, 1+€,0

Hence,
S i (i) (i) 2
| Tk, 3||F = Z Z ’E - yk,l,m] - E[T(xk,lmv T)— T(ym,ma 7)]‘
=1 m=1
Pr Tk
L) Z Z Sk,lm ~ < ¢s0? ¥ TV R2| A — A% 2.
=1 m=1

Step 4. (Bound || T, 4| for 1 <k < dp)
Let T(VL(A; 2) 4 Vi 7) — T(VE(A* ) ) Vi, 7) = 24 = {2} 1< j<p <1<, - Then,

k Tk 2
”Tk4||F—ZZ< ,jl E[Zzi,i,z]>
=1

7j=11=1

Note that Var(zlgzl) = s} ;, and note that Y %% 7% 53 ) < Ca2d/@+1) 52| 4 — A*||3.
Also, : ] < 27. Similarly to the term T} o, by Bernstein’s inequality, for any 0 < ¢ <

T‘Qsiﬂ, 1<j<prand1<Il<ry,
nt?
§26Xp —52 |-
283, 4.1

1 - ) 7
J(DEIEEEHE
> Csy, i1/ log(p )/n> < Cexp(—Clog(p)).

i=1
Letting t = C's, j1+/log(p)/n, we have that

n

1 i i
n Z Zl(czl - E[Zl(c,},l]

P (U1<j<pk
Therefore, with probability at least 1 — C'exp(—C'log(p)),

log(p) _ *
ITalfs s B g0 214 — 2
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Combining these results, for any 1 < k < dy, with probablity 1 — C' exp(—C'log(p)),
IGx — E[ViL]|[}

2e

M;i/e € 6M61/E € 510g(ﬁ) 7
5 ¢552d/(d+1)ﬁ§”ﬂ _ .A*H%—l— 52d/(d+1)(pkrk) Jte, J+e,

n
Step 5. (Extension to T}, 1,...,T 4 fordp +1 <k < d)
Fordy+1<k<d,weletr, =rq 174,42 -Td/r, and
VE(.A*, Zz)(k)vk = [(*82 X?;(li,oj;ék:—dg U;lro+j)(k—d0) & VeC(xi X;lozl U;F)T]S(Tk)

The (I, m)-th entry of n= 23" | VL(A*; 2;) (1) Vi is

1 _
" Z([(_gi X;‘l:ioj;ék—do U]'T)(kfdo) ® vec(X; X;-lozl U]T)T]Sk,m)l
i=1

1 n
= Z ¢/ (—€i) (h—do)(®—a,11,2.Uj) - Sk,m(®?°:1UgT)Xi-
=1

Let My, 1 = (®;‘l:d0+1,j;£kUj)/|| ®§l:d0+1,j;£k Uj|| and CzT(—gi)(k—do)Mm = (ugZ,l,uLﬁg, s U g

Let My » = (@72, U]) /|| @2, U || and My ox; = (511,51 3+ Sfry o) |-

By Assumption 4.3, E[yu,f)lj\lﬂxi] < Me¢ 145 and E[|s,(;)j,\1+€} < My ites, for j' =
1,2,...,mro---1g, and [ =1,2,...,pg. Let Mk:,S,m = Sk,m/HSk,mH and Mk737mM2Xi =
(s,(;’)mms,(;)mz,...,sl(gly)myrk), where ]E[]s](;’)m’j““‘f] S My i4es. Let Tl(:,)j,l,m = u,(;’)l’js](;%j.
Hence, we can have that

|BIT(VZA) 4y VIS 7] ~ EIVEA )0 Vies Ty |

1/e M1/€ I (_) e/(1+4€)
§5d/(d+1)\/m z,14+€,0 c;,LlJre,& og\p

and with probability at least 1 — C exp(—C'log(p)),

1 ¢ S (A"
— > T(VL(A 20) () ViS iy, 7) = EIT(VL(A"s 20) (1) ViS ) 7)]
=1

F
1/e 1/e _ ] ¢/t

M csM_ 5 slog(p
< g/a41) po | Ladied ;,1+ slog(p)

Moreover,
| Tk 5117 S ¢s0>¥ 1 B2 A — A%,
and with probability at least 1 — C exp(—C'log(p)),

log(p y
ITeally s B g2 40 24— R

(4)

).
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Therefore, for dy + 1 < k < d, with probability at least 1 — C'exp(—C'log(p)),

2e

1/e 1/e | 1+
. 2 M M log(p
|G — E[ViL]||E S dso B2 A — A B + 5o (pprg) | —2H2 ;He’é A

Step 6. (Extension to core tensor)
For the partial gradient with respect to the core tensor 8, we have

VL(A*;2) x§ U = (X x92, U)o (=& Gy, 11 UJ).

Let My = d" ° U/l ® 1 Uj|| and M0 1Xi = (w(()f)l, . ,wo,rlrz...rdo)T, and let Mo =
®] do+1U / ®] —dy+1 U I and M0 0€; = (z[()&, .. .,z07rd0+1rd0+2..“)T. By Assumption 4.3,

[|w0’j|1+€|xl} < Mpy 14e5 and ]E[]z(z 1)) < Meaqes, forall j =1,2,...,r1rg -7,
(i) (i) (1)

andm=1,2,...,7g,+17d,+2 " - - Tq- Let Vg jm = Wo_j20,m-
In a similar fashion, we can show that with probability at least 1 — C'exp(—C'log(p)),
[ A p1/e 1/e _ ¢/t
M M7, . s1og(p)
HTO IHF < Ud/(d+1) /77417,2 g z,14¢€,0 ZH— 0 ’
A r1/e 1/e _ ¢/t
M M log(p
o 2llr € 8/ /g g | Pttt & :

| To3lle S Cog/ > @D 5, || A — A*|s,

log(p
and | Toalle S C %m&d/<d+1>5x\\ﬂ — A*[lg.

Hence, with probability at least 1 — C'exp(—C'log(p)),

d 1/e 1/e _ 1ie
9d 2d M. M slog(p
IS0 — E[VoL][I2 S @551 Bl A — A2+ 555 [] e coresMoties 8P|

n
k=1

Step 7. (Verify the conditions and conclude the proof)

In the last step, we apply the results above to Theorem 3.3. First, we examine the conditions
in Theorem 3.3 hold. Under Assumption 4.3, by Lemma 3.11 in Bubeck (2015), we can
show that the RCG condition in Definition 3.2 is implied by the restricted strong convexity
and strong smoothness with o = «, and 8 = j3,.

Next, we show the stability of the robust gradient estimators forallt =1,2,...,7. By ma-
trix perturbation theory, if | A®) — A*||p < \/a,/Beor 25, we have || sin @(U,(CO) LU <0
for all £ =1,...,d. After a finite number of iterations, Cr, with probability at least
1 — Crexp(—Clog(p)), we can have || sin ©(U,, ulor) JUN <0 < (4v/2)7 !

For any [ # k and any tensor B € RP+*" Xpd (B Xz UJ Joy = UZTB(l)((X)#lU}),
where U’; = Uj for j # k and U}, = I,,,. For any U, €C(U;,d'), we have | U, — U7 O, || <
V2||sin©(U,, U7) | < V28 for some O; € O™, Let A; = U; — U; O, and decompose
A= Al71 + ALQ where <Al,1, ALQ) = (Uzk, (5/) Thus,
we have || A 1]| < /26 and | A 2] < V26
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Denote § = supy, cc(us 5 HUZTB(I)(@%#U;)HF. Then, since
U B ) (@54 U7) e
< 1(UF0) "B o) (252U [l + 1A By (©4U7) |Is
< (U700 "By (@54 U5l + 1AL - (A /Al T VB (254 U%) e
+ A2l 1A/ |ALD) TVB ) (®4T05) Ik,

we have that

E<(UF0) TVB () (2,40 e+ (1 As
that is, taking ¢’ = 1/8,
£ < (1—2v28)7H[(U;O) T VB ) (@4 U) e < 2/[(U; O1) TVB ) (2,4 U%) [Ie-

Hence, for the iterate t = 1,2,...,7, combining the results in steps 1 to 6, we have that with
probability at least 1 — C'exp(—C'log(p)), forany k=1,2,....d

IG) — E[v,LO]|2

+ 1 As2l)é,

2d/(d 1/6 1/6 1+e
ﬁ - + € € 5 +€,6

and
IS — E[VoL®]|2

2e

d 1/e 1/e _\ | 14e
< 552/ (1) g2 4O _ (|2 4 524/ (d+D) H?“k My esMoiyes108(P)

n
k=1

As n 2 Bea 2kt og(p) + 1T (B, /o) T2 log (p) kT4 (Mep 1 4 e.sMe,11e,5) ", plugging
these into Theorem 3.3, we have that forallt =1,2,...,Tand k=1,2,...,d,

d
Brr® < (1 - mooe By ' 2/2) Brr® 4 Cag 254 @02 3 A2
k=0

d 1/e 1/e _
< EI‘I‘(O) + Ca;25—2d/(d+1) P <H TR+ Zkak) Me,1+e76Ma:,1+e,6 log(p)
n
k=1 k=1

and
IA® — A|E S B2 (1 = CouBy s ) A — A7}

1/¢ Ml/e 2¢/(1+¢€)

d d _
M log(p)
+ kla;? (me + H 7“k:> HEee ZHG’J
k=1 k=1

Finally, forallt=1,2,...,Tand k=1,2,...,d,

Meff,5 IOg(p):| T:e < 62
771 <o0°.

Isino(U" U3)|? < 6~ HDEr® < 571 En) + Crta, 20 2dur [

O]
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B.2. Proof of Theorem 4.9

PROOF. The proof consists of six steps. In the first five steps, we prove the stability
of the robust gradient estimators for the general 1 < ¢ < T and, hence, we omit the no-
tation (¢) for simplicity. Specifically, in the first four steps, we give the upper bounds for
| Tx1llE, - -5 | Tk al|r, respectively, for 1 < k < d. In the fifth step, we extend the proof to
the terms for the core tensor. In the last step, we apply the results to the local convergence
analysis in Theorem 3.3 and verify the corresponding conditions. Throughout the first five
steps, we assume that for each 1 < k < d, ||Uy|| < /(1) and || sin ©(Uy, U3)| < 6 and
will verify them in the last step.

Step 1. (Bound ||T% 1 ||r)
Forany 1 <k <d,weletr, =riry---rq/r; and

(. d T exp((X;, A")) d T
VL(A azi>(k)(®j:1,j7ékUj>S(k) = (1 T exp((X, A)) —Yi (xi)(k)(®j=l,j¢kUj)S(k)‘

Let My = (97, ., Uj)/ | @0, ;2 Ujll and €] (X:) My = ()] 1 w}) .- i),
By Assumption 4.8, ]E[]wl(;%j < Myosforl=1,2,...,ppand j=1,2,...,7}. Let N}, =
S/ 18| and ] (X0)yMkNT = (571,205, 2, )- Them, Eflzy7 ) S Mo
Also, denote g;(A) = exp((X;, A))/[1 + exp((X;, A))] for any A.
We first bound the bias ||7} 1 ||r. Note that |g;(A*) — y;| <1 and
E “(%‘(A*) - Z/i)zz(f},j\Q] =K [E (i (A*) =y 1% - !Z;(ﬁ,jﬂ <My
Let i =7/|| ®?:17#k Uyl < [nM%Q,(;/log(ﬁ)]l/Q. Then,

Pe Tg

”TLkHlZ? - 6_2d/(d+1) Z Z

1=1 j=1

E [(%(‘A*) - yi)zl(gf%7j} —E [T(qz‘(ﬂ*) - yz‘)Z;(g%,Tk)} ’2 :

By Holder’s inequality and Markov’s inequality,
E{(@:(A) = 9)240,] — B [T(a(A") )27
<E |[(a:(A%) = )24, - HI@(A) = )21 = 7}

i . i) 2]1/? . i
<E I(a:(A7) =)z, P P@(A) = )2 = 70) 2

* () |2 1/2
e (Ellae ]
<E [l(@(A") —w)=f1, ] -

D)
Tk

M, 2 51log(p) 12
e

- -1 _
= ,2,6 ° Tk = |:
Hence, we have

|BIT(VZ(As20) 4 Vi 8y, 7] ~ EIVE(A 2000 VISl |

d

M,25log(p)]>
S&“\/M[ 0.2.8 og(p)] _

n
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Step 2. (Bound || T}, 2||r)
For T}, » in (B.2), it can be checked that

EIT((a:(A") = yi)2f1) 5o 7)) S E [[(@(A") = )05 2] S Maas

Thus, var(T((qi(A*) — )24, 1, 7)) < EIT((q:(A") = yi) 4] ;. 7)2] S Ma 5. Also, for any
s=3,4,...,the higher—order moments satisfy that

E [ (T(@(X:) = )24+ 7) — ET(((X) = i)2(]) 1, 7)))"]

< (2m) 72E [ (T((q(%:) — )25+ 7) — EIT((a(2:) = )2() . m)])?)

By Bernstein’s inequality, for any 0 < t < (274) "' M, o 5,
> t)

(v

nt?
< 2exp 1M o
x

ZT — i)z} m) — ET((a(%:) — yi)2t ) o)

Lett—C’Ml/2 5s1og(p)'/?n=1/2. Therefore, we have
1o i
( =D T((@(X) = i)z 5 7) — ET(0(X) — i)z .m)
i=1
M, 55log(p)]2
>c[2‘;g(p>] )SCexp(—Clog(ﬁ))
and

N (9 (9
P<1H§X 1 22T ~ w1 m) — [T((a(Xs) = )24 5 70)|

. 92
Mm,/;,(; log(p)

>C ] ) < Cpgrr exp(—Clog(p)) < Cexp(—C'log(p)).

n

Therefore, with probability at least 1 — C'exp(—C'log(p)),

1 & — —
- > T(VL(A*; 2) 4y Vs 7) — E[T(VL(A*; 2) 1) Vi, 7))
=1

F
Myas log<p>] 1/

n

5 5_d/(d+1)\/m |:

Step 3. (Bound || T}, 3||r)
By the Taylor’s expansion of £(-),

IE[VL(A; 2) ()] VS (1) — EIVL(A®; 2) (1) [ VS 1y |17
< V8 I? - [EIVL(A; 2)] - E[VL(A*; 2)]F
S B2 A - A2,
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For 1 <[l <pg and 1 < m < rg, let the (I,m)-th entry of VZ(‘A;ZZ)(k)VkS&) and
VZ(.A;zi)(k)VkS(T) be a:,(;)l . and y,(ﬁ , respectively. Let E[]x,(;)lm — y,(fgmm = Sz,l,m’

and then 37", 571 1521mN02d/(d“ B2 - AR
Forany1§l<pkand1<m§rk,

Bl — 9 ) — BT 1007 = (o7

SE |l = vl - (M@ (A) = 30)20 51 = 7} + (@A) - p)24) 5| = 7))
i i 1/2
<E |2}~ viiml?]
. i 1/2 ; 1/2
[IP’ (I(qz-(A )= w2l > m) 4P <\(qi(fl) —y)) | > Tk) ]

271/2
< Elzri517]77 _ fogl) /.
= Sklm e D) = Sk,l,m og

Tk
Hence,

p Tk
TeslZ=Y RSV R ¥ U
T3 F—ZZ = Y lim Thmo T Yk lm> ™

=1 m=1

log sz: 2 10% log(p) 52d/(d+1) g2 2

elm S Bl A — A* |5
=1 m=1

Step 4. (Bound || T}, 4]|r)

Let T(VL(A; 20) (k) Va8 (s 7) = T(VL(A*; 20) (1) VS (1), ) = zy) = {Zl(gg',l}léjﬁpk,lélﬁm-
Then,

k. Tk 2
”Tk4||F—ZZ< ,jl E[Zzi,i,z]>
i=1

j=11=1

Note that Var(zlgzl) = 5%;1 and note that %%, 37 sk,j,l < CF2/d+D 2| A — A*|2.
Also,
T‘Qsiw, 1<j<ppand 1 <1<y,

1 ) 7
P (|2 3540 -m

=1
Letting t = C's, j1+/log(p)/n, we have that

by Bernstein’s inequality, for any 0 < t <

>t)] <2e nt’
>t | <2exp|-—z5—|.
28}, 4.1

> C'sy jiv/ log(p )/n> < Cexp(—Clog(p)).

n

1 i i
n Z Zl(czl - E[Zl(c,},l]

=1

P{ Ui<j<p,
1§l§7“k

Therefore, with probability at least 1 — C'exp(—C'log(p)),

log(p *
ITalfs s B g2+ 24— 2
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Combining these results, for any 1 < k < dy, with probablity 1 — C' exp(—C'log(p)),
|G — E[ViL] |}

1 _ =~2d/(d+1) M, 1 =
g ogn(p) 5_2d/(d+1)/8§||A _‘A*lei + o pk’rl:l 12,0 Og(p)

Step 5. (Extension to core tensor)
For the partial gradient with respect to the core tensor 8, we have

VLA ) x, U] = q;(A*)-X; x4, U

Let My = ®?:1Uj/\| ® _, Uj|| and M| x; = (w(()f)l, e ,w(()fz,m,,,m)T. By Assumption 4.8,
E|wo,; |2 < M, 2 5 for all j=1,2,...,71r - r4. In a similar fashion, we can show that with

probability at least 1 — C'exp(—C log(ﬁ)),

|uwa<5W“+”v%”””“ﬂ@aﬁbgm
9 Iav) n

9

)

\ﬂbMF<aWW+DVWﬂT”“M@2ﬁbQM
bl ~Y n

log(p .
Toslle %0y LB g, 4 av,

loa(n
and ||T0,4HF < F4/(d+1) og(p) 5d/(d+1)ﬂz”-}q _ -A*HF
n
Hence, with probability at least 1 — C'exp(—C'log(p)),

log( ) (Hk 1Tk) mZélOg( )

n

10 — E[VoL]|F S Gt B2 A — AR+ g

Step 6. (Verify the conditions and conclude the proof)
Under Assumption 4.8, we can calculate the Hessian V2L (.A) and easily check that the RCG
condition holds.

Next, we can plug the results in the first five steps into Theorem 3.3. Using the
same argument in the proof of Theorem 4.5, we have that with probability at least 1 —
C exp(=Clog(p)),

defsz,Z,J IOg (ﬁ)
n M

Err® < Err©® + Cﬂ4a;2&_2d/(d+l)

and

IA® — A |2 S K21 = Coa By 572! A© — A%

(Zpkrk + H rk) [”‘Slogm] :

forallt=1,2,...,T.
Finally, forallt=1,2,....,Tand k=1,2,...,d,

L 1 1/2
Isino(UY U2 < 571 VEr® < g1 VEr©® + Crta; e 1dl? [“Og()} <.
n

O]
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B.3. Proof of Theorem 4.13

The proof consists of six steps. In the first five steps, we prove the stability of the robust
gradient estimators for the general 1 < ¢ < T and, hence, we omit the notation (¢) for sim-
plicity. Specifically, in the first four steps, we give the upper bounds for ||}, 1 [|g, . . .,
respectively, for 1 < k < d. In the fifth step, we extend the proof to the terms for the core
tensor. In the last step, we apply the results to the local convergence analysis in Theorem 3.3
and verify the corresponding conditions. Throughout the first five steps, we assume that for
each 1 <k < d, |Ug| = a"/(@+1) and || sin ©(Uy, U})|| < ¢ and will verify them in the last
step.

Step 1. (Bound || T} 1(|r)
Let My, ; = (®§-l:1’#kUj)/|| ®?:1?#kUj|| and its columns as My, ; = [my 1, mg2,...,my - |.
Let 2 j; = —chE(k)mk,l, and by Assumption 4.8, E[|z5 ;|7 < Mc14es. Let My o =
S&)/HS(@H and, hence, we have —chS(k)Mk’le’gcm = Wk jm, for 1 < j < p; and
1 <m <1y, satisfying E[|wg jm|' 7 < Me 14cs-

We first bound the bias, forany 1 < j <pp and 1 <m <y,

[Efw jm] = B[T(wk,jm, )]l < Ellwk jm| - H{|wk jm| > 7}]

e11/(1+€ € €
<E [|wk,j,m|1+ ] [+ : P(|wk’,j,m| > Tk:) /()

e/(1+¢)
al/a+e) [ Ellwgjm|' ]
E [w,jm|' "] [+, <f+5

Tk

- 1/(1+€ 92
SMG,H‘@(S ’ Tk Me/l(Jre 5) ’
1/(1+e) HQ/G

eltes . Hence,

with the truncation parameter 75, < M

d/(d 1/(14€) —2
Tl S 6D M D

Step 2. Bound (|| Ty 2||r)
Note that

14er — 1—
’ 6]”\7'1@ ‘

E [T(wk,j,m; Tk>2] < T;_E : EHwk,j,m : Me,1+e,6-

—€

Thus, we have var(T(wg jm,7x)) < E[T(wk jm, %)% < 71
3,4, ..., the higher-order moments satisfy that

e,14¢,5- Also, for any s =

E [(T(wkjm> Tk) — E[T(wejm> 7)])*] < (27%)° 7B [(T(wi jms k) — EIT(Wkyjm, 76)])%] -

By Bernstein’s inequality, for any 0 <t <7, "M, 145,
2
POT (wjom: ) = BT (wk,jm, )]l 2 ) < 2exp | == | -
4Tk e, l4+¢,8

Letting t = CMl/l(_&z_g)li_Q since U/Mel/lijg > /D we have

P(IT (ks 7)) — BT (i jm, )]l > CMULTI572) < Cexp (~Clog(p))
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and

P (T (wg g m) ~ BT (wrgmo )l 2 CMAL D | < Coxp(~Clog(p).

Hence, with probabilty at least 1 — C'exp(—C'log(p)),

d/(d 1/(1+€) —
I Tezlle S oD e 0 w2,

Step 3. (Bound || T} 3(|r)
Clearly, we have
IVR(A; Y) 1y ViS iy — VR(A™ Y) (y VieS I < 7>V ||A — A .
For 1 <1 <p; and 1 < m < ry, let the (I,m)-th entry of VL(A;Y) VkS( )y and

VLA™Y VkS(k) be Vg 1m and ug g, respectively. Let (E[U](C%m — uﬁf)lm])Q = 52

= Skim>
and then 3 7" 377k 15il S oD A — A*|R.
Forany1§l<pkand1<m§rk,

IE[vk 1,m — etm] — E[T(Vk1m, T) — T(Wk 1m, 7))

S E{|vkgm — wkam| - H{wkpml > 7k }]

. 1/2
<E |:|Uk,l,m - U;(C,)Lmﬂ P (Jwp g | > )"/

1/2
< I[*:"wk,l,m‘pre - -2
SSkimt | T 1re X Skim K
Tk
Hence,
- i (i) (i) 2
7 3
1Tk, 3||F = Z Z xk,l,m yk,l,m] —E[T(z, 1m? T) — T(yk’l’m7 7)]
=1 m=1
Pe Tk
R Z Z Shim S YDA - AR,
=1 m=1

Step 4. (Bound || T}, 4||F)

Let T(VZ(.A,, ZZ)(k)VkS&),T) —T(VZ(.A*; ZZ)(k)VkS&), T) = Zk = {Zk,j,l}lgjgpk,lglgm-
Then,

Pk Tk

F=> > (ku— Elzri))’

j=11=1

Note that var(zy, j;) = sijl and note that Zp_l = sk 1< Ca2d/(d+1)| A — .A*||F Also,

|2k, < 27. Similarly to the term T}, 5, by Bernstein’s 1nequa11ty, forany 0 <t <7~ Sk,j,l’
1<j<prand1<I[<ry,

t2
P (|zk,j0 — Elzr,5u]] > 1) < 2exp <_2 2 ) .

Skl
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Letting t = C’/s;_st,jJ, we have that
P <U1§j§pk |2k,50 — Elzk,j1]| > Cm_25k7j75> < Cexp(—Clog(p)).
1<I1<ry
Therefore, with probability at least 1 — C'exp(—C'log(p)),
Tl S 540D A - A7
Combining these results, for any 1 < k < d, with probability at least 1 — C'exp(—C'log(p)),

|G~ EVRLll < e D pr ML 4 w102 A - A

Step 5. (Extension to core tensor)
In a similar fashion, we can show that with probability at least 1 — C exp(—C'log(p)),

d

ITollr < o@D T red )L w2,
k=1

1 1+e _
|To 2]l < 6%/ @+D HmMe{&ea 2,

SEFPED A - AT,

and || To[lr S w10 DA — A%,

Hence, we have with high probability,

d
1S — EVoL|2 S w2/ <H k> e VR A
k=1

Step 6. (Verify the conditions and conclude the proof)

By definition, the RCG condition is satisfied naturally. Next, we can plug the results in the
first five steps into Theorem 3.3. Using the same argument in the proof of Theorem 4.5, we
have that with probability at least 1 — C' exp(—C'log(p)),

Err®) < Err®) 4 05 —2d/(d+1) <Zpk:7’k + H r ) 32/1$j§)’
k=1 k=1

and

JAD — A S (1 - O A — A7 + (Zm + H k) MRS

forallt=1,2,...,T.
Finally, forallt=1,2,...,Tand k=1,2,...,d,

I sm@(US U < g \/7 < g VEr©) 4+ C6_1dif/f2 61/1(+1j§) <o.
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