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#### Abstract

A successive approximation method for nonsmooth equations was provided．In this paper，by introducing a positive number sequence．The methud for computing the upper bound of a nonsmooth equations，which is very difficult to implements is avoided，and the global convergence is also proved．
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## 1 Introduction

Let $F: R^{n} \rightarrow R^{n}$ be a continuous function．We consider the system of nonlinear equations

$$
\therefore(x)=0, \quad x \in R^{n}
$$

To solve such nonsmooth equations caused many authors＇attention．for example，see（［1］ －14］）．Qi and Chen proposed a globally convergent successive approximation method for nonsmooth equations in［1］．At the $k$ th step，they approximate $F$ by a smooth function $f_{i}$ ， such that $F=f_{k}+g_{k}$ ，where

$$
\left\|g_{k}\right\| \equiv \sup \left\{\left\|g_{k}(x)\right\|: x \in R^{n}\right\} \leqslant \alpha\left\|F\left(x_{1}\right)\right\|,
$$

and $\alpha \in(0,1)$ is a fixed constant．Such a decomposition is called a normal decomposition of $F$ ．Their method can be described as follows．

Let

$$
\theta(x)=\frac{1}{2} F(x)^{r} F(x)
$$

and
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$$
\theta_{k}(x)=\frac{1}{2} f_{k}(x)^{T} f_{k}(x)
$$

The successive approximation method（SAM）
Given $\rho, \alpha \in(0,1)$ ，an initial vetor $x_{0} \in R^{n}$ and a normal decomposition $F=f_{0}+g_{0}$ with \｜ $g_{0}\left\|\leqslant \frac{\alpha}{2}\right\| F\left(x_{0}\right) \|$ ，let $0<\sigma<1-\alpha$ ．For $k \geqslant 0$ ：
1 Solve $F\left(x_{k}\right)+f_{k}^{\prime}\left(x_{k}\right) d=0$ to get $d_{k}$ ．
2 Set $x_{k+1}=x_{k}+\rho^{m_{1}} d_{k}$ ，
where $m_{k}$ is the smallest nonnegative integer $m$ such that

$$
\theta_{k}\left(x_{k}+\rho^{m} d_{k}\right)-\theta_{k}\left(x_{k}\right) \leqslant-2 \sigma \rho^{m} \theta\left(x_{k}\right) .
$$

3 If $F\left(x_{k+1}\right)=0$ ，stop．If $\left\|g_{k}\right\|<\boldsymbol{\alpha}\left\|F\left(x_{k+1}\right)\right\|$ ，we let $f_{k+1}=f_{k}$ and $g_{k+1}=g_{k}$ ．Otherwise，we construct a new normal decomposition

$$
F=f_{k+1}+g_{k+1},
$$

with $\left\|g_{k+1}\right\|<\min \left\{\frac{\alpha}{2}\left\|F\left(x_{k+1}\right)\right\|, \frac{1}{2}\left\|g_{k}\right\|\right\}$ ．
The most outstanding advantage of the above algorithm over existing method is that it keeps feature of linearization at each step such that the subproblem is a system of linear e－ quations．This feature is not possessed by known globally convergent methods for solving nonsmooth equations．In the above algorithm they need to compute the value of $\left\|g_{k}\right\|$ in $k$ th step，which is not a easy，especially for the nonsmooth functions．However，we can easily compute an upper bound of $\left\|g_{k}\right\|$ to implement．In this paper，our mein attention is con－ centrated on avoiding computing $\left\|g_{k}\right\|$ ．

We use $f_{k}^{\prime}\left(x_{k}\right)$ in the algorithm，wherever a derivative of $F$ at $x_{k}$ is needed．In the whole paper，we denote \｜• \｜ 2 by \｜• \｜：

## 2 Method and Global Convergence

For convenience，we also call the following decomposition of $F$ a normal decomposition．
Definition 1 Let $\alpha \in(0,1), \beta_{k}$ be a constant．At the $k$ th step of the iteration methods described in this section and the next section，we call ？

$$
F=f_{k}+g_{k}
$$

a normal decomposition of $F$ ，if $f_{k}$ is smooth and

$$
\begin{gathered}
\left\|g_{k}\left(x_{k}\right)\right\| \leqslant \alpha\left\|F\left(x_{k}\right)\right\|, \\
\left\|g_{k}\right\| \leqslant \beta_{k},
\end{gathered}
$$

whenever $F\left(x_{k}\right) \neq 0$ ．
Our method can be described as follows：

The modified successive approximation method（MSAM）
Given $\rho, \alpha, \delta \in(0,1)$ ，an initial vector $x_{0} \dot{\in} R^{n}$ and a normal decomposition $F=f_{0}+g_{0}$ ： witn

$$
\left\|g_{0}\right\|<\beta_{0} \equiv \frac{\alpha}{2}\left\|F\left(x_{0}\right)\right\|,
$$

let $0<\sigma<1-\alpha$ ．For $k \geqslant 0$ ：
1 Solve $F\left(x_{k}\right)+f_{k}^{\prime}\left(x_{k}\right) d=0$ to get $d_{k}$ ．
2 Set $x_{k+1}=x_{k}+\rho^{m} d_{k}$ ，
where $m_{k}$ is the smallest nonnegative integer $m$ suvh that

$$
\theta_{k}\left(x_{k}+\rho^{m} d_{k}\right)-\theta_{k}\left(x_{k}\right) \leqslant-2 \sigma \rho^{\prime \prime} \theta\left(x_{k}\right) .
$$

3 If $F\left(x_{k+1}\right)=0$ ，stop．If $\left\|g_{k}\left(x_{k+1}\right)\right\|<\alpha\left\|F\left(x_{k+1}\right)\right\|$ ，we let $f_{k+1}=f_{k}$ and $g_{k+1}=g_{k}$ ． Otherwise，let $\beta_{k+1}=\delta \beta_{k}$ ，we construct a new normal decompositipon

$$
F=f_{k+1}+g_{k+1},
$$

with

$$
\begin{gathered}
\left\|g_{k+1}\left(x_{k+1}\right)\right\| \leqslant \frac{\alpha}{2}\left\|F\left(x_{k+1}\right)\right\|, \\
\left\|g_{k+1}\right\| \leqslant \beta_{k+1} .
\end{gathered}
$$

Assumption 1 The level set

$$
D_{0}=\left\{x \in R^{n}: \theta(x) \leqslant(1+\alpha)^{2} \theta\left(x_{0}\right)\right\}
$$

is bounded．
Assumption $2 f_{k^{\prime}}\left(x_{1}\right)$ are nonsingular for all $k$ ．
Lemma 1 Suppose that $F\left(x_{k}\right) \neq 0$ and $F=f_{k}+g_{k}$ is a normal decomposition of $F$ ．Then， there exists a scalar $t_{k} \in(0,1]$ such that for all $t \in\left(0, t_{k}\right]$

$$
\theta_{k}\left(x_{k}+t d_{k}\right)-\theta_{k}\left(x_{k}\right) \leqslant-2 \sigma t \theta\left(x_{k}\right) .
$$

Proof Notice $\theta_{k}^{\prime}\left(x_{k}\right)=f_{k}^{\prime}\left(x_{k}\right)^{T} f_{k}\left(x_{k}\right)$ and $f_{k}^{\prime}\left(x_{k}\right) d_{k}=-F\left(x_{k}\right)$ ．We have

$$
\begin{aligned}
\theta_{k}\left(x_{k}+t d_{k}\right)-\theta_{k}\left(x_{k}\right) & =\frac{1}{2}\left(f_{k}\left(x_{k}+t d_{k}\right)^{T} f_{k}\left(x_{k}+t d_{k}\right)-f_{k}\left(x_{k}\right)^{T} f_{k}\left(x_{k}\right)\right) \\
\therefore \quad & -t d_{k}^{T} f_{k}^{\prime}\left(x_{k}\right)^{T} f_{k}\left(x_{k}\right)+o(t) \\
& =t F\left(x_{k}\right)^{T} F\left(x_{k}\right)+t F\left(x_{k}\right)^{T} g_{k}\left(x_{k}\right)+o(t) .
\end{aligned}
$$

Since $\sigma<1-\alpha$ ，there exists $t_{k} \in(0,1]$ such that for all $t \in\left(0, t_{k}\right]$ ，（3）holds．
Lemma 1 indicates that the SAM is well－defined under Assumption 2.
Theorem 1 Suppose that Assumption 1 and 2 hold．Then the SAM is well－defined and for all $k$ ，

$$
x_{k} \in D_{0} .
$$

Let $\left\{x_{\lambda}\right\}$ be a sequence produced by the SAM．If furthermore for an accumulation point $x^{\circ}$ of $\left\{x_{k}\right\}, f_{k}^{\prime}\left(x^{*}\right)$ is nonsingular for large $K$ ，then

$$
\begin{equation*}
\lim _{4 \rightarrow \infty} F\left(x_{k}\right)=0 \tag{4}
\end{equation*}
$$

and

$$
F(\tilde{x})=0
$$

for all accumulation points $\tilde{x}$ of $\left\{x_{k}\right\}$ ．
Proof Without loss of generality，we may assume that $F$ is not smooth．Hence $\left\|g_{k}\right\|$ $>0$ for any $k$ ．

By Lemma 1，the SAM is well－defined．We now prove（3）．Without loss of generality， we assume that $F\left(x_{k}\right) \neq 0$ for all $k$ ．Let $K=\{0\} \cup\left\{k:\left\|g_{k-1}\left(x_{k}\right)\right\| \geqslant \alpha\left\|F\left(x_{k}\right)\right\|\right\}$ ．Assume that $K$ consists of $k_{0}=0<k_{1}<k_{2}<\cdots$ Let $k$ be an arbitrary nonegative integer．Let $k_{j}$ be the largest number in $K$ such that $k_{j} \leqslant k$ ．Then

$$
f_{k}=f_{i j}, \quad g_{k}=g_{k j}
$$

and

$$
\begin{aligned}
\left\|F\left(x_{k}\right)\right\| & =\left\|f_{k}\left(x_{k}\right)+g_{k}\left(x_{k}\right)\right\|-\left\|f_{k_{j}}\left(x_{k}\right)+g_{k_{j}}\left(x_{k}\right)\right\| \\
& \leqslant\left\|f_{k_{j}}\left(x_{k}\right)\right\|+\left\|g_{k_{j}}\left(x_{k}\right)\right\| \leqslant\left\|f_{k_{j}}\left(x_{k_{j}}\right)\right\|+\beta_{k_{j}} \\
& =\left\|F\left(x_{k_{j}}\right)-g_{k_{j}}\left(x_{k_{j}}\right)\right\|+\beta_{k_{j}} \leqslant\left\|F\left(x_{k_{j}}\right)\right\|+\left\|g_{k_{j}}\left(x_{k_{j}}\right)\right\|+\beta_{k_{j}} \\
& \leqslant\left\|F\left(x_{k_{j}}\right)\right\|+2 \beta_{k_{j}} .
\end{aligned}
$$

If $j=0$ ，then $\left\|F\left(x_{k}\right)\right\| \leqslant\left\|F\left(x_{0}\right)\right\|+\alpha\left\|F\left(x_{0}\right)\right\|$ ，since $\left\|\beta_{0}\right\| \equiv \frac{\alpha}{2}\left\|F\left(x_{0}\right)\right\|$ ．
If $j \geqslant 1$ ，then

$$
\begin{align*}
\left\|F\left(x_{k}\right)\right\| & \leqslant\left\|F\left(x_{k_{j}}\right)\right\|+2 \beta_{k_{j}} \leqslant \frac{1}{\alpha}\left\|g_{k_{j}-1}\left(x_{k_{j}}\right)\right\|+2 \delta \beta_{k_{j}-1} \\
& \leqslant\left(\frac{1}{\alpha}+2 \delta\right) \beta_{k_{j}-1} \leqslant\left(\frac{1}{\alpha}+2 \delta\right) \delta^{j-1} \beta_{0} \\
& =\left(\frac{1}{a}+2 \delta\right) \frac{a}{2} \delta^{j-1}\left\|F\left(x_{0}\right)\right\| \leqslant(1+\alpha) \delta^{j-1}\left\|F\left(x_{0}\right)\right\| \tag{5}
\end{align*}
$$

In both cases it follows that $\theta\left(x_{k}\right) \leqslant(1+\sigma)^{2} \theta\left(x_{0}\right)$ ．This implies that（3）holds．
We now prove the second part of the theorem．If $K$ is infinite，then for any $k \geqslant 0$ ，there exists $k_{j} \subset K$ being the largest number in $K$ such that $k_{j} \leqslant k$ and（5）holds．The limit in the right－hand side of（5）is zero．This proves（4）．

Hence，to prove（4），it suffices to prove that $K$ is infinite．Suppose $K$ is finite and as－ sume $\hat{k}>k$ for all $k \in K$ ．Then $\left\|g_{k-1}\left(x_{k}\right)\right\|<\alpha\left\|F\left(x_{k}\right)\right\|$ for all $k \geqslant \hat{k}$ ．Hence for all $k \geqslant \hat{k}$ ，

$$
\begin{equation*}
f_{k} \equiv f_{k}, \quad g_{k} \equiv g_{k} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta\left(x_{k}\right)=\frac{1}{2}\left\|F\left(x_{k}\right)\right\|^{2}>\frac{1}{2 \alpha^{2}}\left\|g_{k-1}\right\|^{2} \equiv \hat{\varepsilon}>0 \tag{7}
\end{equation*}
$$

Suppose that $K_{0}$ is a subsequence of $\{0,1, \cdots\}$ such that $\left\{x_{k}: k \in K_{0}\right\}$ converges to $x^{*}$ ．By （6）and the condition of this theorem，$f_{k^{\prime}}^{\prime}\left(x^{*}\right)$ is nonsingular．Since $\lim _{\substack{k \\ k \in K_{0}}} x_{k}=x^{*}$ and $f_{k^{\prime}}$ （ $\cdot$ ）is a continuous function，$\left\{\left\|f_{k}^{\prime}\left(x_{k}\right)^{-1}\right\|: k \subset K_{0}\right\}$ is uniformly bounded．Therefore， there exists $L>0$ such that $\left\|d_{k}\right\|=\left\|f_{k}^{\prime}\left(x_{k}\right)^{-1} F\left(x_{k}\right)\right\| \leqslant L$ for all $k \geqslant \hat{k}, k \in K_{0}$ ．Since $\theta_{k^{\prime}}^{\prime}$ （ $\cdot$ ）is continuous，we have $\delta>0$ such that for all $x$ satisfying $\left\|x-x^{\bullet}\right\| \leqslant \delta$ ，

$$
\begin{equation*}
\left|\theta_{k}^{\prime}(x)-\theta_{k}^{\prime}\left(x^{*}\right)\right| \leqslant \frac{1-\sigma-\alpha}{L} \stackrel{\varepsilon}{c} \tag{8}
\end{equation*}
$$

Since $\lim _{\substack{t \in K_{0}}} x_{k}=x^{*}$ ，we have $\bar{k}>\hat{k}$ such that for all $k>\bar{k}, k \in K_{0}$ ，

$$
\begin{equation*}
\left\|x_{k}-x^{*}\right\| \leqslant \frac{\delta}{2} \tag{9}
\end{equation*}
$$

Let $t^{*} \in(0,1)$ be such that

$$
\begin{equation*}
t^{\bullet} L<\frac{\delta}{2} \tag{10}
\end{equation*}
$$

By（9）and（10），for all $k>\bar{k}, k \in K_{0}, t \in\left(0, t^{\circ}\right]$ and $\eta \in(0,1)$ ，we have

$$
\begin{equation*}
\left\|x_{k}+\eta t d_{k}-x^{\bullet}\right\| \leqslant \delta \tag{11}
\end{equation*}
$$

Now by（8）and（11），for all $k>\bar{k}, k \in K_{0}$ and $t \in\left(0, t^{*}\right]$ ，we have

$$
\begin{align*}
& \left|\theta_{k}\left(x_{k}+t d_{k}\right)-\theta_{k}\left(x_{k}\right)-t d_{k}^{T} \theta_{k}^{\prime}\left(x^{*}\right)\right| \\
\leqslant & t\left\|d_{k}\right\| \int_{0}^{1}\left|\theta_{k}^{\prime}\left(x_{k}+\eta t d_{k}\right)-\theta_{k}^{\prime}\left(x^{*}\right)\right| \mathrm{d} \eta \\
\leqslant & t(1-\sigma-\alpha) \hat{\varepsilon} \tag{12}
\end{align*}
$$

Therefore，for all $k \geqslant \bar{k}, k \in K_{0}$ and $t \in\left(0, t^{\circ}\right]$ ，

$$
\begin{aligned}
& \theta_{k}\left(x_{k}+t d_{k}\right)-\theta_{k}\left(x_{k}\right) \\
\leqslant & t d_{k}^{T} \theta_{k}^{\prime}\left(x^{*}\right)+t(1-\sigma-\alpha) \hat{\varepsilon} \\
\leqslant & t d_{k}^{T} \theta_{k}^{\prime}\left(x_{k}\right)+t\left\|d_{k}\right\|\left|\theta_{k}^{\prime}\left(x^{\bullet}\right)-\theta_{k}^{\prime}\left(x_{k}\right)\right|+t(1-\sigma-\alpha) \hat{\varepsilon} \\
\leqslant & t d_{k}^{T} \theta_{k}^{\prime}\left(x_{k}\right)+t L \frac{1-\sigma-\alpha}{L} \hat{\varepsilon}+t(1-\sigma-\alpha) \hat{\varepsilon} \\
= & t d_{k}^{T} f_{k}^{\prime}\left(x_{k}\right)^{T} f_{k}\left(x_{k}\right)+2 t(1-\sigma-\alpha) \hat{\varepsilon} \\
= & -t F\left(x_{k}\right)^{T} f_{k}\left(x_{k}\right)+2 t(1-\sigma-\alpha) \hat{\varepsilon} \\
= & -2 t \theta\left(x_{k}\right)+t F\left(x_{k}\right)^{T} g_{k}\left(x_{k}\right)+2 t(1-\sigma-\alpha) \hat{\varepsilon} \\
\leqslant & -2 t \theta\left(x_{k}\right)+t\left\|F\left(x_{k}\right)\right\|\left\|g_{k}\left(x_{k}\right)\right\|+2 t(1-\sigma-\alpha) \theta\left(x_{k}\right) \\
\leqslant & -2 t \theta\left(x_{k}\right)+2 t a \theta\left(x_{k}\right)+2 t(1-\sigma-\alpha) \theta\left(x_{k}\right)
\end{aligned}
$$

$$
=-2 t \sigma \theta\left(x_{k}\right)
$$

This implies that for all $k \geqslant \bar{k}, k \in K_{0}$ ，we have $\rho^{m_{4}-1} \geqslant t^{\bullet}$ ，i．e．，

$$
\begin{equation*}
\rho^{-n} \geqslant \rho t^{\prime} \tag{13}
\end{equation*}
$$

By（7），（13）and the construction of our algorithm，for all $k \geqslant \bar{k}, k \in K_{0}$ ，

$$
\theta_{k}\left(x_{k+1}\right)-\theta_{k}\left(x_{k}\right) \leqslant-2 \sigma \rho^{m_{k}} \theta\left(x_{k}\right) \leqslant-2 \rho t \cdot \sigma \hat{\varepsilon}<0
$$

However，by（6）and the construction of our algorithm，$\theta_{k}\left(x_{k}\right)$ is nonincreasing for $k>\bar{k}$ ． This implies $\theta_{k}\left(x_{k}\right) \rightarrow-\infty$ as $k$ tends to infinity．This contradicts the facts that $\theta_{k}\left(x_{k}\right) \geqslant 0$ for all $k$ ．Hence，$K$ cannot be finite．This proves（4）．The final conclusion of this theorem sim－ ply follows（4）and the continuity of $F$ ．

## 3 Some Discussions

The approximate function $f_{k}$ can be constructed via convolution（see［1］）for nonsmooth equations arising from the variational inequality problem，the maximal monotone operator problem，the nonlinear complementarity problem and nonsmooth partial differential equa－ tions．There are already several superlinearly convergent methods［7－8，12－14］and a su－ perlinear convergence theory［9－10］for solving nonsmooth equations．One may construci a hybrid globally and superlinearly convergent algorithm by the new algorithm and a known superlinearly convergent algorithm with the methodology proposed in［10］．We do not go in－ to details for such a construction．
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## 一个求解非光滑方程组的限定逐次逼近法
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> 摘要 通过引入一个正数列, 提出了求解非光滑方㮒组的限定逐次逼近法, 证明了算法的全局收敛性,改进了已有结果.
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