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## 摘 要

本文主要针对一类矩阵范数逼近问题提出快速有效而且稳定的算法。具体而言，矩阵范数逼近问题是在一族给定矩阵中寻找一个满足某些线性等式与不等式约束的线性组合，并且该组合与目标矩阵在谱范数意义下具有最近的距离。这类问题通常来源于数值代数，网络，控制，工程等领域，例如寻找矩阵的切比雪夫矩阵多项式以及求解最速收玫的混合马尔可夫链模型。

本文首先用目前流行的一阶交替方向法来求解此类问题，在算法的每步迭代中，由于子问题可以通过快速算法求解或者直接拥有解析解，故而比较容易实现。然而，交替方向法求解矩阵范数逼近问题的数值表现不稳定，对于某些算例特别是带有约束的问题，其无法在合理的时间内求得令人满意的解。

为了克服这个困难，我们引入一个不精确对偶邻近点算法来求解矩阵范数逼近问题。在每步迭代中，子问题可以被写成一个半光滑等式组，并可以用不精确半光滑牛顿法求解，其中牛顿方向利用预条件共轭梯度法求解。当子问题的原始约束非退化条件成立时，不精确半光滑牛顿法被证明有超线性的收玫速率。此外，我们对于该算法设计了高效的实现方法。各类问题的数值结果表明，半光滑牛顿共轭梯度对偶邻近点算法优于交替方向法，它可以稳定高效地得到矩阵范数逼近问题具有相对较高精度的解。

当矩阵范数问题的矩阵变为向量时，其可以等价的转换成一个二阶锥规划，可以被牛顿型方法如内点法求解，甚至对于大规模问题也是如此。受此启发，我们考虑用平方光滑牛顿法来求解给定矩阵行数远远小于列数的矩阵范数逼近问题。为此，我们首先提出了谱范数上图雉的投影算子的光滑函数，并且证明它在每个点至少具有 $\gamma$ 阶的半光滑性，其中 $\gamma$ 为某一正有理数。此外，原始对偶约束非退化条件在原始对偶最优点成立的情形下，该算法也具有超线性收玫性。初步的数值试验表明，该算法对于求解中小等规模问题非常稳定高效，它可以通过很少的迭代步数得到精度令人满意的解。

关键词：矩阵范数逼近问题，交替方向法，邻近点算法，谱算子，半光滑牛顿法，共轭梯度法，约束非退化，平方光滑牛顿法。
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#### Abstract

This thesis focuses on designing robust and efficient algorithms for a class of ma－ trix norm approximation（MNA）problems that are to find an affine combination of given matrices having the minimal spectral norm subject to some prescribed linear e－ quality and inequality constraints．These problems arise often in numerical algebra， network，control，engineering and other areas，such as finding the Chebyshev polyno－ mials of matrices and fastest mixing Markov chain models．

In this thesis，we first apply the popular first－order algorithm alternating direction method（ADM）to solve such problems．At each iteration of the algorithm，the subprob－ lems involved can either be solved by a fast algorithm or admit closed form solutions， which allows us to implement the ADM easily and simply．Unfortunately，numerical experiments on MNA problems reveal that the ADM performs unstably，and it may fail to achieve satisfactory accuracy in reasonable cpu time for some tested examples， especially for the constrained cases．

To overcome this difficulty，we also introduce an inexact dual proximal point al－ gorithm（in short SNDPPA）for solving the MNA problems．At each iteration，the inner problem，rewritten as a system of semismooth equations，is solved by an inexact


semismooth Newton method using the preconditioned conjugate gradient method to compute the Newton directions. Furthermore, when the primal constraint nondegeneracy condition holds for the inner problems, our inexact semismooth Newton method is proven to have a suplinear convergence rate. We also design efficient implementation for the proposed algorithm to solve a variety of instances and compare its performance with that of ADM. Numerical results show that the semismooth Newton-CG dual proximal point algorithm substantially outperforms the alternating direction method, and it is able to solve the matrix norm approximation problems efficiently and stably to a relatively high accuracy.

When one restricts the matrices to vectors, then the matrix norm approximation problem can be converted into a second order cone (SOC) problem, which can be solved by Newton's method such as IPMs even for large scale problems. Motivated by this, we also consider a squared smoothing Newton method, to solve the MNA problems in which the matrix is of much more columns than rows (skinny ones) such as the vector case. For this purpose, we present an interior smoothing function for the metric projector over the epigraph cone of spectral norm and establish its $\gamma$ order semismoothness everywhere. Moreover, suplinear convergence of the smoothing Newton method for solving the MNA problems is also shown to hold under the primal dual constraint nondegenerate conditions for the MNA problems and their dual at the primal dual optimal solution pairs. Preliminary numerical result demonstrate that the smoothing Newton is robust and efficient for the problem of small and moderate scale. Specifically, we can successfully find the solution with the desired accuracy in a few iterations.

Keywords: Matrix norm approximation, alternating direction method, proximal point algorithm, spectral operator, semismooth Newton method, conjugate gradient method, constraint nondegneracy, squared smoothing Newton method.
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## Chapter 1

## Introduction

In this thesis, we focus on designing efficient algorithms for solving a special case of large scale matrix optimization problems. In particular, we are interested in a class of matrix norm approximation problems with linear equality and inequality constraints. Let $\Re^{m \times n}$ be the space of $m \times n$ matrices equipped with the standard inner product $\langle X, Y\rangle=\operatorname{Tr}\left(X^{T} Y\right)$ for $X, Y \in \Re^{m \times n}$. Given a family of matrices $\left\{A_{1}, A_{2}, \ldots, A_{p}\right\}$, define the linear operator $\mathcal{A}$ and its adjoint $\mathcal{A}^{*}$ by

$$
\mathcal{A}(X):=\left[\left\langle A_{1}, X\right\rangle, \ldots,\left\langle A_{p}, X\right\rangle\right]^{T}, \mathcal{A}^{*}(y):=\sum_{k=1}^{p} y_{k} A_{k}, \quad \forall X \in \Re^{m \times n}, y \in \Re^{p} .
$$

The matrix norm approximation (abbreviated as MNA) problem we consider in this thesis takes the following form

$$
\begin{equation*}
\min \left\{\left\|A_{0}-\mathcal{A}^{*} y\right\|_{2} \mid B y-b \in Q\right\} \tag{1.1}
\end{equation*}
$$

where $A_{0} \in \Re^{m \times n}$ and $B \in \Re^{\left(n_{1}+n_{2}\right) \times p}$ are given matrices, $b \in \Re^{n_{1}+n_{2}}$ is a vector and $Q=\{0\}^{n_{1}} \times \Re_{+}^{n_{2}}$ is a polyhedral cone. Without loss of generality, we assume that $m \leq n$.

### 1.1 Motivating examples and related approaches

The MNA problems arise in numerical algebra, network, control, engineering and many other areas. An illustrative example is the problem of finding the degree $t$ Chebyshev polynomial of a given matrix $A \in \Re^{N \times N}$. In this problem, one is interested in finding a degree $t$ monic polynomial $p_{t}^{*}$ which minimizes the spectral norm of $p_{t}(A)$, i.e.,

$$
\begin{equation*}
\min \left\{\left\|p_{t}(A)\right\|_{2} \mid p_{t} \text { is a monic polynomial of degree } t\right\} . \tag{1.2}
\end{equation*}
$$

Problem (1.2) was firstly introduced in [36] under the name ideal Arboldi approximation problem and then extensively studied in [83] where the ideal Aronoli polynomial $p_{t}^{*}$ is called the degree $t$ Chebyshev polynomial of $A$, in analogy to the notion Chebyshev polynomial in approximation theory [44, 80], which is a monic polynomial that
attains minimal essential-supremum on that set. Indeed, suppose $A$ is a Hermitan, by the eigenvalue decomposition, the Chebyshev polynomials of $A$ as defined by (1.2) collapses to the Chebyshev polynomial of the spectrum of $A$ in the latter sense. Note that

$$
\begin{equation*}
p_{t}(A)=A^{t}-\sum_{i=0}^{t-1} y_{i} A^{i} \tag{1.3}
\end{equation*}
$$

for some $y \in \Re^{t}$, the Chebyshev matrix approximation problem is actually a special case of (1.1).

Possibly due to its mathematical elegance, the Chebyshev polynomial matrices problem received much attention of the theoretical researchers, see [25, 26, 53, 96] and references therein. Nevertheless, with the exception of the early work in [83] concerning with algorithmic and computational results, no attention was paid on the numerical treatment of the Chebyshev matrix approximation problem. In [83], the model (1.2) is equivalently reformulated as the following semidefinite program problem

$$
\begin{array}{ll}
\min & -\lambda \\
\text { s.t. } & \sum_{k=1}^{t} y_{k} A_{k}+\lambda A_{t+1}+Z=A_{0}  \tag{1.4}\\
& Z \succeq 0,
\end{array}
$$

where

$$
A_{t+1}=\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right), A_{0}=\left(\begin{array}{rl}
0 & B_{0} \\
B_{0}^{T} & I
\end{array}\right), A_{0}=\left(\begin{array}{rl}
0 & B_{k} \\
B_{k}^{T} & I
\end{array}\right), B_{0}=A^{t}
$$

and $B_{k}=A^{k-1}$ for $k=1,2, \ldots, t$. Based on the semidefinite reformulation above, a primal-dual interior point method is proposed to compute the Chebyshev polynomials of matrices. In the implementation of such algorithm, the search direction is computed via a dense Schur complement equation even if the data is sparse and each iteration has a complexity $\mathcal{O}\left(t N^{3}\right)+\mathcal{O}\left(t^{2} N^{2}\right)$, which is reduced to $\mathcal{O}\left(t N^{3}\right)$ for the Cheyshev matrix approximation problems since $t<N$. Obviously, the high complexity may give rise to great difficulties for applying the interior point algorithms to solve the Chebyshev matrix norm approximation problems of large scale.

In contrast to the unconstrained example (1.2), some other problems may have prescribed linear constraints, for example, the fastest mixing Markov chain (FMMC) problem studied in [7-9]. Let $\mathcal{G}=(\mathcal{N}, \mathcal{E})$ be an undirected connected graph with $n$
nodes. The FMMC problem is to find a symmetric stochastic matrix $P$ with $P_{i j}=0$ for $(i, j) \notin \mathcal{E}$ that minimizes $\mu(P)$, where

$$
\mu(P)=\max _{i=2, \ldots, n}\left|\lambda_{i}(P)\right|
$$

and $\lambda_{i}(P)$ is the $i$ th largest eigenvalue of $P$ in magnitude. Let the vector of transition probabilities on the edges (labeled by $l=1,2, \ldots, p$ ) be $d$, and let the matrix $B \in$ $\Re^{n \times m}$ be defined by

$$
B_{i l}:= \begin{cases}1, & \text { if edge } l \text { incident to vertex } i,  \tag{1.5}\\ 0, & \text { otherwise }\end{cases}
$$

For any $l=1,2, \ldots, p$, write the matrix $E^{(l)}$ to denote

$$
E_{i j}^{(l)}:= \begin{cases}1, & \text { if edge } l \text { incident to vertex } i \text { and } j, j \neq i  \tag{1.6}\\ -1, & \text { if edge } l \text { incident to vertex } i, j=i, \\ 0, & \text { otherwise. }\end{cases}
$$

Then by the analysis in [8, 9], the FMMC problem can be written as a matrix norm approximation problem in terms of $d$ as follows:

$$
\begin{equation*}
\min \left\{\left\|I-(1 / n) \mathbf{1 1}^{T}+\sum_{l=1}^{p} d_{l} E^{(l)}\right\|_{2} \mid d \geq 0, B d \leq \mathbf{1}\right\} \tag{1.7}
\end{equation*}
$$

Several simple heuristic methods, including the maximum-degree chain and MetroplisHasting chain, have been proposed to obtain the transition probability giving fast mixing. Let $d_{i}$ be the degree of the vertex $i$, not counting the self-loop. Denote by $d_{\text {max }}$ the maximum degree of the graph, i.e.,

$$
d_{\max }=\max _{i \in \mathcal{N}} d_{i}
$$

Then the maximum-degree transition probability matrix $P^{m d}$ is given by

$$
P_{i j}^{\operatorname{md}}= \begin{cases}1 / d_{\max }, & \text { if }(i, j) \in \mathcal{E} \text { and } i \neq j \\ 1-d_{i} / d_{\max }, & \text { if } i=j \\ 0, & \text { otherwise }\end{cases}
$$

Another typical heuristic is the Metropolis-Hasting chain, which is constructed based on the Metroplis-Hasting algorithm [3, 38, 60] applied to a random walk on a graph.

In this chain, the transition probability matrix $P^{\mathrm{mh}}$ is given in a symmetric form

$$
P_{i j}^{\mathrm{mh}}= \begin{cases}\min \left\{1 / d_{i}, 1 / d_{j}\right\}, & \text { if }(i, j) \in \mathcal{E} \text { and } i \neq j, \\ \sum_{(i, k) \in \mathcal{E}} \max \left\{0,1 / d_{i}-1 / d_{j}\right\}, & \text { if } i=j, \\ 0, & \text { otherwise. }\end{cases}
$$

Other than the aforementioned methods, there are many other interesting works aiming at developing some heuristics to assign transition probabilities obtaining faster mixing Markov chain. Related materials can be found in [1, 19, 50, 75]. With the help of the semidefinite programming technique, Boyd et al. [9] proposed a primal-dual interior point algorithm to compute exactly the fastest mixing chain. In that paper, they expressed the FMMC problem as a SDP by introducing a scalar variable $s$ :

$$
\begin{array}{ll}
\min & s \\
\text { s.t. } & \operatorname{Diag}\left(P-(1 / n) \mathbf{1 1}^{T}+s I, s I-P+(1 / n) \mathbf{1 1}^{T}, \operatorname{vec}(P)\right) \succeq 0,  \tag{1.8}\\
& P \mathbf{1}=\mathbf{1}, P=P^{T}, \\
& P_{i j}=0,(i, j) \notin \mathcal{E},
\end{array}
$$

where $\operatorname{Diag}(\cdot)$ forms a block diagonal matrix from its arguments, and vec $(P)$ is a vector containing the $n(n+1) / 2$ different coefficients in $P$. For graphs with up to a thousand or so edges, the resulting semidefinite programming can be solved efficiently by the standard interior point solvers. For larger problem, the authors suggested a projected subgradient method to solve the MNA formulation (1.7) of the FMMC problem. However, as pointed by the authors, the algorithm is relatively slow in terms of number of iterations and has no simple stopping criterion guaranteeing a certain level of suboptimality while compared to a primal-dual interior point method.

Another strong motivation for considering the model (1.1) comes from the fastest distributed linear averaging (FDLA) problem with symmetric weights. Let $\mathcal{G}=\{\mathcal{N}, \mathcal{E}\}$ as defined above be a connected graph with $n$ nodes. In this problem, we aim at finding the symmetric weight matrix $W$, consistent with $\mathcal{G}$, that makes the convergence as fast as possible. Using [88, Theorem 1], we can formulate the FDLA problem as the following optimization problem

$$
\begin{equation*}
\min _{d} \rho\left(I-(1 / n) \mathbf{1 1}^{T}+\sum_{l=1}^{p} d_{l} E^{(l)}\right) \tag{1.9}
\end{equation*}
$$

where $\rho$ stands for the spectral radius, $p$ is the weight on the edges with different nodes, and $B$ and $E^{(l)}$ are respectively defined by (1.5) and (1.6). Since the spectral radius of
any symmetric matric coincides with its spectral norm, we know the FDLA problem can be stated as a MNA problem

$$
\begin{equation*}
\min _{d}\left\|I-(1 / n) \mathbf{1 1}^{T}+\sum_{l=1}^{p} d_{l} E^{(l)}\right\|_{2} . \tag{1.10}
\end{equation*}
$$

Similar to the FMMC problem, there exist some simple heuristics [88] for choosing the weight matrix $W$ that gives reasonably fast convergence of distributed averaging. Define the Laplacian matrix $L$ by

$$
L_{i j}= \begin{cases}-1, & \text { if }(i, j) \in \mathcal{E} \text { and } i \neq j \\ d_{i} & \text { if } i=j, \\ 0, & \text { otherwise }\end{cases}
$$

where $d_{i}$ is the degree of node $i$ not counting the self-loop. The simplest approach is to set all the edge (with different nodes) weights to be a constant $\alpha$; the self-weights are decided by the constraint $W \mathbf{1}=\mathbf{1}$. In the best constant weight graph, $\alpha$ is set to be $2 /\left(\lambda_{1}(L)+\lambda_{n-1}(L)\right)$ where $\lambda_{1}$ and $\lambda_{n-1}$ stand respectively for the largest and $n-1$-th eigenvalues of $L$. Additionally, one can also use the maximum-degree weight

$$
\alpha^{\operatorname{md}}=\frac{1}{d_{\max }},
$$

provided that the graph is not bipartite. Another method is to assign the weight on an edge based on the larger degree of its two incident nodes:

$$
W_{i j}=\frac{1}{\max \left(d_{i}, d_{j}\right)}, \quad\{i, j\} \in \mathcal{E}
$$

and then determine $W_{i i}$ using $W \mathbf{1}=\mathbf{1}$, which yields the so-called local-degree weights. By reformulating the FDLA equivalently as a SDP

$$
\begin{array}{ll}
\min & s \\
\text { s.t. } & \operatorname{Diag}\left(W-(1 / n) \mathbf{1 1}^{T}+s I, s I-W+(1 / n) \mathbf{1 1}^{T}\right) \succeq 0,  \tag{1.11}\\
& W \mathbf{1}=\mathbf{1}, W=W^{T}, \\
& W_{i j}=0,(i, j) \notin \mathcal{E},
\end{array}
$$

the authors show the interior-point method is able to solve efficiently the FDLA problem, for network with up to a thousand or so edges. A simple subgradient method, which suffers from slow convergence is also described in [88] to handle far larger problem.

The above examples serve to motivate the study of numerical algorithms for solving MNA problems.

### 1.2 Contributions of the thesis

By introducing a scalar variable $t$ to bound the spectral norm $\left\|A_{0}-A^{*} y\right\|_{2}$, the MNA problem (1.1) can be equivalently formulated as:

$$
\begin{array}{ll}
\min & t \\
\text { s.t. } & B y \in b+Q  \tag{1.12}\\
& t \geq\left\|A_{0}-A^{*} y\right\|_{2},
\end{array}
$$

which is a natural generalization of the second order cone programming. It is well known that the matrix norm constraint $t \geq\left\|A_{0}-A^{*} y\right\|_{2}$ is equivalent to a linear matrix inequality with block-arrow structure:

$$
\left[\begin{array}{cc}
t I_{m} & A_{0}-\mathcal{A}^{*} y  \tag{1.13}\\
\left(A_{0}-\mathcal{A}^{*} y\right)^{T} & t I_{n}
\end{array}\right] \succeq 0 .
$$

Therefore, the problem (1.12) can be expressed as a semidefinite programming problem:

$$
\begin{align*}
\min & t \\
\text { s.t. } & {\left[\begin{array}{cc}
t I_{m} & A_{0}-\mathcal{A}^{*} y \\
\left(A_{0}-\mathcal{A}^{*} y\right)^{T} & t I_{n}
\end{array}\right] \succeq 0, }  \tag{1.14}\\
& B y \in b+Q,
\end{align*}
$$

which falls into the applicable scope of standard SDP packages such as SDPT3 [82], SeDuMi [76], or SDPNAL [95]. When $m$ or $n=1$, the constraint $t \geq\left\|A_{0}-A^{*} y\right\|_{2}$ reduces to a second order cone constraint. In this case, it is certainly not wise to solve the MNA problem (1.1) via (1.14). Instead one should deal with (1.1) or (1.12) directly since it is just a second-order cone problem, which requires far lower computational cost to solve compared to the SDP reformulation (1.14). In the case that $n>1$, the block-arrow constraint $t \geq\left\|A_{0}-A^{*} y\right\|_{2}$ is often handled via its SDP reformulation [2] because it can not be reduced to a second order cone constraint. This of course makes the MNA problem potentially very computationally expensive since one has to deal with $(m+n) \times(m+n)$ matrix variables instead of $m \times n$ matrices. The computational cost and memory requirement are especially high when we have large $m+n$, but $m \ll n$. For example, while applied the SDP (1.14) without linear equality and inequality constraints, the standard interior point methods require $\mathcal{O}\left(p(m+n)^{3}+\right.$ $\left.p^{2}(m+n)^{2}+p^{3}+(m+n)^{3}\right)$ flops at each iteration to solve the dense Schur complement
equation and compute the search directions. The total memory requirement should be more than $8 p^{2}+\mathcal{O}(m+n)^{2}$.

Realizing the difficulties mentioned above, in this thesis we consider three different approaches to solve the MNA problem directly instead of via its SDP reformulation. The first idea to solve the matrix norm approximation problems is built on the classical alternating direction method [30, 34]. In the past several years, we have witnessed explosively increasing interests in ADM because of its effectiveness in diverse areas, such as image processing [90], compressive sensing [89], matrix completion [14], robust principle component analysis [81] and sparse matrix separation [74]. This provides an initial impetus for us to apply ADM to solve MNA problems by its variant which has a separable structure:

$$
\begin{array}{ll}
\min & \|X\|_{2} \\
\text { s.t. } & \mathcal{A}^{*} y+X=A_{0},  \tag{1.15}\\
& B y-b=z, z \in Q .
\end{array}
$$

At each iteration of the ADM, the subproblem involved can either be solved by a fast algorithm or it has a closed form solution, due to recent advances in [21].

Recently, Zhao, Sun and Toh [95] designed a Newton-CG augmented Lagrangian (NAL) method to solve the standard SDP problems, which is essentially a proximal point algorithm applied to primal problem where the inner problems are solved by an inexact semi-smooth Newton method using a preconditioned conjugate gradient (PCG) solver. Their numerical results demonstrated the high efficiency and stability of the NAL method whenever the primal and dual constraint nondegeneracy conditions hold. This phenomenon can be partially explained by the theoretical results in [13, 77, 78] where it is shown that under the constraint nondegenerate conditions the augmented Lagrangian method can be locally regarded as an approximate generalized Newton's method applied to a semismooth equation. Shortly after, Wang, Sun and Toh extended this idea to solve a class of log-det problems, i.e., applying the proximal point algorithm to solve the primal problem where the innear problem is solved by a Newton-CG method. Extensive numerical experiments show that the resulting algorithm is shown to be approximately $2 \sim 20$ times faster than the adaptive Nesterov's smoothing method [57]. Motivated by the stability and the effectiveness of the Newton-CG based PPA, we adopt the essential idea of the NAL method to propose a semismooth Newton-CG dual proximal point algorithm (SNDPPA) to solve the problem (1.1). As a starting point,
we first derive an inexact dual proximal point algorithmic framework with checkable stopping criterions for the MNA problem. Based on the classical result of the proximal point algorithm in [72, 73], we analyze the global and local convergence of the PPA for solving (1.1). We note that the subproblem of the dual PPA in each iteration is an unconstrained minimization problem whose objective function is convex continuously differentiable though not twice continuously differentiable. However, since the corresponding gradient is strongly semismooth, we are able to apply the inexact semismooth Newton method to solve the unconstrained minimization subproblem with a fast convergence where at each iteration a preconditioned conjugate gradient method is used to compute approximately the Newton directions. Using the results of nonsmooth analysis in [16], we also clearly characterize the tangent cone and then the linearity space of the unit nuclear norm ball, and therefore introduce a constraint nondegeneracy condition for the subproblem. It turns out that the constraint nondegeneracy condition is equivalent to the nonsingularity of the generalized hessians of the subproblems and then ensures the quadratic convergence of our inexact semismooth Newton method. We also designed efficient implementation for our proposed algorithm to solve a variety of instances and compare its performance with the popular first order alternating direction method. The results show that our algorithm substantially outperforms the alternating direction method, especially for the constrained cases, and it is able to solve the matrix norm approximation problems efficiently to a relatively high accuracy.

In the last part of this thesis, we study a squared smoothing Newton method [47, 68,79 for solving MNA problem (1.1), or equivalently (1.12). Assuming the strong duality holds for the problem (1.12) and its dual and there exists at least one saddle point.Then solving the MNA problem is equivalent to the following KKT syestem:

$$
\left\{\begin{array}{l}
(t, X)=\Pi_{\mathcal{K}}(t-1, X+Z)  \tag{1.16}\\
\mathcal{A} Z+B^{T} w=0 \\
\mathcal{A}^{*} y+X=A_{0} \\
B_{1} y=b_{1} \\
w_{2}=\Pi_{\Re_{+}^{n_{2}}}\left(w_{2}-B_{2} y+b_{2}\right)
\end{array}\right.
$$

where $\mathcal{K}$ is the epigraph cone of spectral norm, and ${ }_{1}$ and ${ }_{2}$ represent the indexes of equality and inequality constraints, respectively. In order to apply the smoothing Newton method to (6.5), we adopt the essential idea of [67, section 4] to provide a computable smoothing function for the metric projection onto the epigraph of $l_{1}$ norm, which, together with the recent developments of spectral operator [20], furnishs us a
smoothing function $G$ of $\Pi_{\mathcal{K}}$. It can be shown that $G(\cdot, \cdot, \cdot)$ is $\gamma$ order semismooth at $(0, t, x)$ for any given $t \in \Re$ and $x \in \Re^{m}$. The search direction is computed by solving the Schur complement of the Newton system. Moreover, based on Clark's classical results on the tangent cone of convex sets [16], we also characterize the primal and dual constraint nondegeneracy and derive some equivalent conditions for the nondegeneracy. We are able to show when the primal and dual constraint nondegeneracy conditions of (1.12) and its dual hold, the proposed smoothing Newton method solves the MNA problem with a suplinear convergence rate. Preliminary numerical experiments demonstrate that the smoothing Newton is very robust and efficient for moderate and small scale problem. Specifically, we can successfully find the solution with the desired accuracy in a few iterations.

### 1.3 Organization of the thesis

The remaining parts of this thesis are organized as follows. In chapter 2, we list some preliminaries on the semismoothness mapping, spectral operator for nonsymmetric matrices, Moreau-Yosida regularization and smoothing functions. We give the closed form solution of the proximal point operator associated with the spectral function and establish its strongly semismoothness everywhere. We also discuss a computable smooth counterpart of the metric projection onto the epigraph of the spectral norm. With the help of the properties enjoyed by the spectral operator, we are able to show this smoothing function of $\Pi_{\mathcal{K}}$ is $\gamma$ order semismooth at $(0, t, X)$ for given $t \in \Re$ and $X \in \Re^{m \times n}$. In chapter 3, we briefly review the history of the alternating direction method, develop some new results on the ADM and the proximal ADM and then discuss the details on the implementation of ADM for the MNA problem. In chapter 4, we introduce the framework of the inexact dual PPA for solving the MNA problem and establish its global and local convergence under certain conditions. The subproblems reformulated as a system of nonsmooth equations are solved by an inexact semismooth Newton method where the preconditioned conjugate gradient method is employed to compute the Newton directions. The suplinear convergence of our inexact semismooth Newton-CG method is established under the primal constraint nondegeneracy condition of subproblems, together with the strong semismoothness property of the metric projection onto the unit nuclear norm ball. In addition, some numerical issues pertaining to the efficient implementation of the semismooth Newton-CG method are also addressed in this chapter. In chapter 5, we implement the ADM and the SNDPPA to
solve a variety of problems, including random matrix norm approximation problems, Chebyshev polynomial of matrices and FMMC/FDLA problems. Numerical results demonstrate that our SNDPPA is very efficient and robust to solve the MNA problem to a relatively high accuracy. In chapter 6, by using the smoothing function of $\Pi_{K}$ introduced in chapter 2, we introduce the squared smoothing Newton method for the MNA problem where the Newton directions can be computed by solving the Schur complement of the Newton system. We conclude the thesis in chapter 7.

Notation. For any given positive integer $m$ and $n$, we denote by $I_{n}, \mathbf{1}_{m \times n}$ and $\mathbf{0}_{m \times n}$ the $n \times n$ identity matrix, the $m \times n$ matrix of ones and zeros, respectively. We also use $\mathbf{1}_{n}$ and $\mathbf{0}_{n}$ to denote the vector of ones and zeros, respectively. We frequently drop $m, n$ from the above notations when their size can be clear from the context. For any $x \in \Re^{n}$, $\operatorname{diag}(x)$ denotes the diagonal matrix with diagonal entries $x_{i}, i=1, \ldots, n$, while for any $X \in \Re^{m \times n}, \operatorname{diag}(X)$ denotes the main diagonal of $X$. Let $\alpha \subseteq\{1, \ldots, n\}$ be an index set, we use $|\alpha|$ to represent the cardinality of $\alpha$ and $X_{\alpha}$ to denote the sub-matrix of $X$ obtained by removing all the columns of $X$ not in $\alpha$. Let $\beta \subseteq\{1, \ldots, n\}$ be another index set, we use $X_{\alpha \beta}$ to denote the $|\alpha| \times|\beta|$ sub-matrix of $X$ obtained by removing all the rows of $X \in \Re^{m \times n}$ not in $\alpha$ and all the columns of $X$ not in $\beta$. The Hardamard product between matrices is denoted by "०", i.e., for any two matrices $X$ and $Y$ in $\Re^{m \times n}$, the $(i, j)$-th entry of $Z:=X \circ Y$ is $Z_{i j}=X_{i j} Y_{i j}$.

## Chapter 2

## Preliminaries

In this chapter, we review and develop some results on the semismooth mappings, spectral operator, Moreau-Yosida regularization and smoothing functions, which are useful for our subsequent discussion.

### 2.1 Semismooth mapping

In this section, we briefly review the basic concepts B-subdifferential, Clark generalized Jacobian and semismooth functions.

Let $\mathcal{E}$ be a finite-dimensional real Hilbert space and $\mathcal{O}$ be an open set in $\mathcal{E}$. Let $\mathcal{E}^{\prime}$ be another finite dimension Hilbert space. Suppose that $\Phi: \mathcal{O} \rightarrow \mathcal{E}^{\prime}$ is a locally Lipschitz continuous function on the open set $\mathcal{O}$. By Rademacher's theorem, $\Phi$ is almost everywhere Féchet-differentiable in $\mathcal{E}$. Let $\Omega$ be the set of points where $\Phi$ is differentiable. For any $x \in \mathcal{E}$, the B-subdifferential of $\Phi$ is defined by

$$
\partial_{B} \Phi(x):=\left\{\lim _{\Omega \ni x^{k} \rightarrow x} \Phi^{\prime}\left(x^{k}\right)\right\}
$$

and the Clark's generalized Jacobian [16] of $\Phi$ at $x$ is the convex hull of $\partial_{B} \Phi(x)$, i.e.,

$$
\partial \Phi(x)=\operatorname{conv}\left\{\partial_{B} \Phi(x)\right\} .
$$

The concept semismooth was first introduced by Mifflin [61] for functionals and then extended to vector valued functions by Qi and Sun [69]. See also [27, 59].

Definition 2.1. Let $\Phi: \mathcal{O} \subset \mathcal{E} \rightarrow \mathcal{E}^{\prime}$ be a locally Lipschitz continuous function on the open set $\mathcal{E}$. The function $\Phi$ is said to be G -semismooth at a point $x \in \mathcal{O}$ if for any $y \rightarrow x$ and $V \in \partial \Phi(y)$,

$$
\Phi(y)-\Phi(x)-V(y-x)=o(\|y-x\|) .
$$

The function $\Phi$ is said to be $\gamma$ order G-semismooth at $x$ if for any $y \rightarrow x$ and $V \in$ $\partial \Phi(y)$,

$$
\Phi(y)-\Phi(x)-V(y-x)=O\left(\|y-x\|^{\gamma+1}\right) .
$$

If $\gamma=1, \Phi$ is strongly G-semismooth at $x$. Furthermore, if the (strongly, $\gamma$ order) G-semismooth function $\Phi$ is also directionally differentiable at $x$, then $\Phi$ is said to be (strongly, $\gamma$ order) semismooth at $x$.

The (strong) semismoothness property plays crucial role in establishing the (quadratic) suplinear convergence of the semismooth Newton method for solving the nonlinear equations, as well as $S C^{1}$ unconstrained optimization problems. Many common functions such as convex functions and smooth functions can be verified to be semismooth everywhere. Piecewise linear functions and twice continuously differentiable functions are examples of strongly semismooth functions. In what follows, we provide a simple sufficient (not necessary) criteria to recognize the semismoothness of functions, which is based on the concept semialgebraic functions originally considered in the field of algebraic geometry [4].

Definition 2.2. A set in $\Re^{n}$ is semialgebraic if it is a finite union of sets of the form

$$
\left\{x \in \Re^{n}: p_{i}(x)>0, q_{j}(x)=0, \quad i=1,2, \ldots, m, j=1,2, \ldots, k\right\}
$$

where all $p_{i}(x), q_{j}(x)$ are polynomials. A map $F: X \subset \Re^{n} \rightarrow \Re^{m}$ is called semialgebraic if its graph is a semialgebraic subset of $\Re^{n+m}$.

The following semismoothness result on semialgebraic functions is a special case of [5, Theorem 1] on tame functions. More characterizations of tame mappings can be found in [48].

Proposition 2.1. Let a semialgebraic function $F: \Re^{n} \rightarrow \Re^{m}$ be locally Lipschitz. Then there exists a rational number $\gamma>0$ such that $F$ is $\gamma$-order semismooth.

### 2.2 Spectral operator of matrices

In this section, we first list two useful results on the nonsymmetric matrices. The following inequality is called von Neumann's trace inequality [63].

Proposition 2.2. Let $Y$ and $Z$ be two matrices in $\Re^{m \times n}$. Then

$$
\langle Y, Z\rangle \leq\langle\sigma(Y), \sigma(Z)\rangle
$$

where $\sigma(Y)$ and $\sigma(Z)$ are the singular value vectors of $Y$ and $Z$ respectively.

Proposition 2.3. (c.f. [52]) Suppose $X \in \Re^{m \times n}$ has the SVD

$$
\begin{equation*}
X=U[\operatorname{Diag}(\sigma) 0] V^{T} \tag{2.1}
\end{equation*}
$$

Then the orthogonal matrices $P$ and $W$ satisfy

$$
P[\operatorname{Diag}(\sigma) 0]=[\operatorname{Diag}(\sigma) 0] W
$$

if and only if there exist three orthogonal matrices $Q \in \Re^{r \times r}, Q^{\prime} \in \Re^{(m-r) \times(m-r)}$ and $Q^{\prime \prime} \in \Re^{(n-r) \times(n-r)}$ such that

$$
P=\left[\begin{array}{cc}
Q & 0 \\
0 & Q^{\prime}
\end{array}\right] \quad \text { and } \quad W=\left[\begin{array}{cc}
Q & 0 \\
0 & Q^{\prime \prime}
\end{array}\right]
$$

where $r$ is the number of positive singular values of $X$ and $Q$ is a block diagonal matrix.

Let $\mathcal{X}$ be a Euclidean space which is Cartesian product of $\mathcal{S}^{m_{1}}$ and $\Re^{m \times n}$, i.e.,

$$
\mathcal{X}:=\mathcal{S}^{m_{1}} \times \Re^{m \times n}
$$

For any $X:=\left(X_{1}, X_{2}\right)$, define $\kappa(X) \in \Re^{m_{1}+m}$ by

$$
\kappa(X):=\left(\lambda\left(X_{1}\right), \sigma\left(X_{2}\right)\right) .
$$

Let $w$ be a mapping from $\Re^{m_{1}+m}$ to $\Re^{m_{1}+m}$ which can be decomposed into the form

$$
w:=(h, g),
$$

where $h: \Re^{m_{1}+m} \rightarrow \Re^{m_{1}}$ and $g: \Re^{m_{1}+m} \rightarrow \Re^{m}$. Suppose $w$ is symmetric, that is for any perturbation matrix $Q_{1}$ and signed perturbation matrix $Q_{2}$,

$$
w(x)=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]^{T} w\left(Q_{1} x_{1} Q_{2} x_{2}\right), \quad \forall x \in \Re^{m_{1}+m}
$$

where $x_{1} \in \Re^{m_{1}}, x_{2} \in \Re^{m}$ and $x^{T}=\left[x_{1}^{T}, x_{2}^{T}\right]$.
Definition 2.3. [20] Let $X_{1}$ and $X_{2}$ have the following respective eigenvalue and singular value decomposition

$$
\begin{gather*}
X_{1}=P \operatorname{Diag}(\lambda) P^{T},  \tag{2.2}\\
X_{2}=U[\operatorname{Diag}(\sigma) 0] V^{T} . \tag{2.3}
\end{gather*}
$$

The spectral operator $G: \mathcal{X} \rightarrow \mathcal{X}$ with respect to the symmetric function $w$ is defined by

$$
G(X):=\left(G_{1}(X), G_{2}(X)\right), \quad X=\left[X_{1}, X_{2}\right] \in \mathcal{X}
$$

where

$$
G_{k}(X):= \begin{cases}P \operatorname{Diag}(h(\kappa)) P^{T}, & \text { if } k=1, \\ U[\operatorname{Diag}(g(\kappa)) 0] V^{T}, & \text { if } k=2,\end{cases}
$$

and

$$
\kappa=\left(\lambda\left(X_{1}\right), \sigma\left(X_{2}\right)\right)
$$

Since $w$ is symmetric, [20, Theorem 3.1] implies the spectral operator $G: \mathcal{X} \rightarrow$ $\mathcal{X}$ is well defined. Before moving to introduce the properties of $G$, we first give some notations to simplify the subsequent discussion. Assume that $g$ and $h$ are Fdifferentiable (i.e., Féchet-differentiable). For any $x \in \Re^{m_{1}+m}$, rewrite $h$ and $g$ as the following form

$$
h(x):=\left(h_{1}(x), h_{2}(x), \ldots, h_{m_{1}}(x)\right),
$$

and

$$
g(x):=\left(g_{1}(x), g_{2}(x), \ldots, g_{m}(x)\right)
$$

Define the matrices $\mathcal{A}(\kappa), \Omega(\kappa), \Gamma(\kappa) \in \Re^{m \times m}$ and $\mathcal{F}(\kappa) \in \Re^{m \times(n-m)}$ by

$$
\begin{align*}
& {[\mathcal{A}(\kappa)]_{i j}:=\left\{\begin{array}{cl}
\frac{h_{i}(\kappa)-h_{j}(\kappa)}{\lambda_{i}-\lambda_{j}} & \text { if } \lambda_{i} \neq \lambda_{j}, \\
\left(h^{\prime}(\kappa)\right)_{i i}-\left(h^{\prime}(\kappa)\right)_{i j} & \text { if } \lambda_{i}=\lambda_{j}, i \neq j, \\
0 & \text { otherwise },
\end{array}\right.}  \tag{2.4}\\
& {[\Omega(\kappa)]_{i j}:=\left\{\begin{array}{cl}
\frac{g_{i}(\kappa)-g_{j}(\kappa)}{\sigma_{i}-\sigma_{j}} & \text { if } \sigma_{i} \neq \sigma_{j}, \\
\left(g^{\prime}(\kappa)\right)_{i i}-\left(g^{\prime}(\kappa)\right)_{i j} & \text { if } \sigma_{i}=\sigma_{j}, i \neq j, \\
0 & \text { otherwise }
\end{array}\right.}  \tag{2.5}\\
& {[\Gamma(\kappa)]_{i j}:=\left\{\begin{array}{cl}
\frac{g_{i}(\kappa)+g_{j}(\kappa)}{\sigma_{i}+\sigma_{j}} & \text { if } \sigma_{i}+\sigma_{j} \neq 0 \\
\left(g^{\prime}(\kappa)\right)_{i i}+\left(g^{\prime}(\kappa)\right)_{i j} & \text { otherwise }
\end{array}\right.} \tag{2.6}
\end{align*}
$$

and

$$
[\mathcal{F}(\kappa)]_{i j}:= \begin{cases}\frac{g_{i}(\kappa)}{\sigma_{i}} & \text { if } \sigma_{i} \neq 0  \tag{2.7}\\ \left(g^{\prime}(\sigma)\right)_{i i} & \text { otherwise }\end{cases}
$$

Let the linear operators $S$ and $T$ be defined by

$$
S(A):=\frac{1}{2}\left(A+A^{T}\right), \quad T(A):=\frac{1}{2}\left(A-A^{T}\right), \forall A \in \Re^{m \times m} .
$$

Proposition 2.4. [20] Let $X=\left[X_{1} X_{2}\right] \in \mathcal{X}$ be given. Suppose $X_{1}$ and $X_{2}$ have the eigenvalue decomposition (2.2) and the singular value decomposition (2.3), respectively.
(i) The spectral operator $G$ is $F$-differentiable at $X$ if and only if the symmetric mapping $w$ is $F$-differentiable at $\kappa$.
(ii) If $G$ is $F$-differentiable at $X$, then its derivative is given as follows for any $H=$ $(A, B) \in \mathcal{X}$,
$G^{\prime}(X) H=\binom{P\left[\mathcal{A} \circ \tilde{A}+\operatorname{Diag}\left(h^{\prime}(\kappa) \operatorname{diag}(\tilde{H})\right)\right] P^{T}}{U,\left[\Omega \circ S\left(\tilde{B}_{1}\right)+\Gamma \circ T\left(\tilde{B}_{1}\right)+\operatorname{Diag}\left(g^{\prime}(\kappa) \operatorname{diag}(\tilde{H})\right), \mathcal{F} \circ \tilde{B}_{2}\right] V^{T}}$,
where $\tilde{A}=P^{T} A P \in \mathcal{S}^{m_{1}} ; \tilde{B}_{1} \in \Re^{m \times m}, \tilde{B}_{2} \in \Re^{m \times(n-m)}$ and $\left[\tilde{B}_{1} \tilde{B}_{2}\right]=$ $U^{T} B V ; \operatorname{diag}(\tilde{H})=\left[\operatorname{diag}(\tilde{A}) ; \operatorname{diag}\left(\tilde{B}_{1}\right)\right]$.
(iii) If $w$ is locally Lipschitz continuous at $\kappa$, then the spectral operator $G$ is ( $\gamma$ order, strongly) $G$-semismooth at $X$ if and only $w$ is ( $\gamma$ order, strongly) $G$-semismooth at $\kappa$.

### 2.3 The Moreau-Yosida regularization

Let $f: \mathcal{E} \rightarrow(-\infty,+\infty]$ be a closed proper convex function, e.g. see [71]. The Moreau-Yosida regularization [62, 92] of $f$ at $x \in \mathcal{E}$ is defined by

$$
\begin{equation*}
\psi_{f}^{\beta}(x):=\min _{y \in \mathcal{E}} f(y)+\frac{1}{2 \beta}\|y-x\|^{2} . \tag{2.8}
\end{equation*}
$$

The unique optimal solution of (2.8), denoted by $P_{f}^{\beta}(x)$, is called the proximal point of $x$ associated with $f$.

Example 2.1. Let $C \subseteq \mathcal{E}$ be a closed convex set and $\delta_{C}$ be its indicator function. Then, for any $x \in \mathcal{E}$, the proximal point of $x$ associated with $\delta_{C}$ reduces to the metric projection of $x$ onto $C$ by noting the fact that

$$
\min _{y \in \mathcal{E}} \delta_{C}(y)+\frac{1}{2}\|y-x\|^{2} \Longleftrightarrow \min _{y \in C} \frac{1}{2}\|y-x\|^{2}
$$

For the Moreau-Yosida regularization, the following properties (see, e.g. [45, 46, 51]) are often very useful.

Proposition 2.5. Let $f: \mathcal{E} \rightarrow(-\infty,+\infty]$ be a closed proper convex function, $\psi_{f}^{\beta}$ be the Moreau-Yosida regularization of $f$, and $P_{f}^{\beta}$ be the associated proximal point mapping. Then, the following properties hold:
(i) $P_{f}^{\beta}$ is firmly non-expansive, i.e., $\forall x, y \in \mathcal{E}$,

$$
\begin{equation*}
\left\|P_{f}^{\beta}(x)-P_{f}^{\beta}(y)\right\|^{2} \leq\left\langle P_{f}^{\beta}(x)-P_{f}^{\beta}(y), x-y\right\rangle . \tag{2.9}
\end{equation*}
$$

Consequently, $P_{f}^{\beta}$ is globally Lipschitz continuous with modulus 1.
(ii) $\psi_{f}^{\beta}$ is a continuously differentiable convex function, and

$$
\begin{equation*}
\nabla \psi_{f}^{\beta}(x)=\frac{1}{\beta}\left(x-P_{f}^{\beta}(x)\right), \quad x \in \mathcal{E} \tag{2.10}
\end{equation*}
$$

A particular elegant and useful property on the Moreau-Yosida regularization is the so-called Moreau decomposition.

Theorem 2.6. Let $f: \mathcal{E} \rightarrow(-\infty,+\infty]$ be a closed proper convex function and $f^{*}$ be its conjugate. Define $g: \mathcal{E} \rightarrow(-\infty,+\infty]$ by

$$
g(x)=f^{*}(x / \beta), \quad \forall x \in \mathcal{E}
$$

Then any $x \in \mathcal{E}$ has the decomposition

$$
\begin{equation*}
x=P_{f}^{\beta}(x)+P_{g}^{\beta}(x) . \tag{2.11}
\end{equation*}
$$

Below, we state a well know result in convex analysis on the positive homogenous functions. See [71] for its proof.

Proposition 2.7. Let $f: \mathcal{E} \rightarrow(-\infty,+\infty]$ be a proper convex function. Then $f$ is positively homogeneous if and only if $f^{*}$ is the indicator function of

$$
\begin{equation*}
C=\left\{x^{*} \in \mathcal{E}:\left\langle x, x^{*}\right\rangle \leq f(x), \forall x \in \mathcal{E}\right\} . \tag{2.12}
\end{equation*}
$$

If $f(0)=0$, in particular if $f$ is closed, then $C=\partial f(0)$.
Combining this proposition with Moreau decomposition, we obtain the following corollary directly, which provides a powerful tool for us to calculate the proximal point mapping associated with the positive homogenous functions.

Corollary 2.8. Suppose that the closed convex function $f: \mathcal{E} \rightarrow(-\infty,+\infty]$ is positively homogenous. Then for any $C$, we have

$$
P_{f}^{\beta}(x)=x-\Pi_{\beta C}(x),
$$

where $\beta C$ represnets the set

$$
\beta C:=\{\beta x \mid x \in C\},
$$

and $C$ is defined by (2.12)
In what follows, we use Corollary 2.8 to calculate the proximal point mapping associated with the spectral norm, which plays a crucial role in the efficient implementation of the ADM. For notational convenience, we write $\mathbb{B}_{\beta}:=\left\{x \in \Re^{m} \mid\|x\|_{1} \leq \beta\right\}$ and $\mathcal{B}_{\beta}:=\left\{X \in \Re^{m \times n} \mid\|X\|_{*} \leq \beta\right\}$. If $\beta=1$, we just use $\mathbb{B}$ and $\mathcal{B}$ to denote the unit $l_{1}$ norm ball and nuclear norm ball, respectively.

Proposition 2.9. Let $f(X)=\|X\|_{2}$ be defined on $\Re^{m \times n}$ and $\beta>0$. Suppose $X$ has the following singular value decomposition (SVD)

$$
\begin{equation*}
X=U[\operatorname{Diag}(\sigma) 0] V^{T} \tag{2.13}
\end{equation*}
$$

where $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)^{T}$ with $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{m} \geq 0$. Then it holds that

$$
\begin{equation*}
P_{f}^{\beta}(X)=X-\Pi_{\mathcal{B}_{\beta}}(X), \tag{2.14}
\end{equation*}
$$

where $\Pi_{\mathcal{B}_{\beta}}$ is the projection onto $\mathcal{B}_{\beta}$, and it is given by

$$
\begin{equation*}
\Pi_{\mathcal{B}_{\beta}}(X)=U\left[\operatorname{Diag}\left(\Pi_{\mathbb{B}_{\beta}}(\sigma)\right) 0\right] V^{T} . \tag{2.15}
\end{equation*}
$$

Proof. By directly computing the subdifferential of $f$, we have

$$
\partial f(0)=\left\{X \in \Re^{m \times n} \mid\|X\|_{*} \leq 1\right\}
$$

and then (2.14) follows immediately from Corollary 2.8. Note that $\Pi_{\mathcal{B}_{\beta}}(X)$ is the unique solution of the following optimization problem:

$$
\begin{array}{cl}
\min & \frac{1}{2}\|Y-X\|^{2} \\
\text { s.t. } & \|Y\|_{*} \leq \beta
\end{array}
$$

By the Von-Neumann's trace inequality [63], we know that

$$
\|\sigma(X)-\sigma(Y)\| \leq\|X-Y\|_{F}
$$

Since the metric projection onto $\mathcal{B}_{\beta}$ is unique, we have

$$
\Pi_{\mathcal{B}_{\beta}}(X)=U\left[\operatorname{Diag}\left(\sigma\left(\Pi_{\mathcal{B}_{\beta}}(X)\right)\right) 0\right] V^{T} .
$$

Therefore, $\sigma\left(\Pi_{\mathcal{B}_{\beta}}(X)\right)$ is the optimal solution of

$$
\begin{array}{ll}
\min & \frac{1}{2}\|y-\sigma(X)\|^{2} \\
\text { s.t. } & \|y\|_{1} \leq \beta
\end{array}
$$

which implies that

$$
\sigma\left(\Pi_{\mathcal{B}_{\beta}}(X)\right)=\Pi_{\mathbb{B}_{\beta}}(\sigma) .
$$

This completes the proof of this assertion.

Now, we are ready to give the exact expression of the projection $\Pi_{\mathbb{B}_{\beta}}$. Let $x$ be a given vector in $\Re^{m}$. Define the vector $\zeta(x)$ to be

$$
\zeta_{i}(x)=\frac{1}{i}\left(\sum_{j=1}^{i} x_{j}-\beta\right), i=1,2, \ldots, m
$$

Let $k_{1}(x)$ and $k_{2}(x)$ denote respectively the maximal indexes of the following two sets:

$$
\left\{i: \sigma_{i}>\zeta_{i}(x), 1 \leq i \leq m\right\}, \quad\left\{i: \sigma_{i} \geq \zeta_{i}(x), 1 \leq i \leq m\right\} .
$$

From the breakpoint search algorithm in [41, 42], it follows that

$$
\Pi_{\mathbb{B}_{\beta}}(x)= \begin{cases}x, & \text { if }\|x\|_{1} \leq 1  \tag{2.16}\\ \max \left(x-\zeta_{k_{1}(x)}(x), 0\right), & \text { otherwise }\end{cases}
$$

Also see [10, 12, 17] for breakpoint algorithm using medians. Let $X$ have the singular value decomposition (2.1). According to the analysis above, we are able to express $\Pi_{\mathcal{B}_{\beta}}(X)$ analytically by

$$
\Pi_{\mathcal{B}_{\beta}}(X)= \begin{cases}X, & \text { if }\|X\|_{*} \leq \beta,  \tag{2.17}\\ U\left[\operatorname{Diag}\left(\max \left(\sigma-\zeta_{k_{1}(\sigma)}(\sigma), 0\right)\right) 0\right] V^{T}, & \text { otherwise } .\end{cases}
$$

Remark 2.1. From (2.17), it follows that $\Pi_{\mathbb{B}_{\beta}}$ is differentiable at $x$ if and only if $x$ satisfies one of the following two conditions:
(i) $\|x\|_{1}<\beta$;
(ii) $\|x\|_{1}>\beta$ and $k_{1}(x)=k_{2}(x)$.

Also see [87] for a complete characterization of differentiability of metric projection onto vector $k$-norm ball. Let $X$ be a matrix in $\Re^{m \times n}$ which admits the singular value decomposition (2.1). Combining Proposition 2.4 (iii) with the conditions (i) and (ii), we can easily deduce that $\Pi_{\mathcal{B}_{\beta}}$ is differentiable at $X$ if and only if $X$ satisfies either of the following two conditions:
(i) $\|X\|_{*}<\beta$;
(ii) $\|X\|_{*}>\beta$ and $k_{1}(\sigma)=k_{2}(\sigma)$.

Remark 2.2. Since $\Pi_{\mathbb{B}_{\beta}}$ is piecewise linear thus strongly semismooth, by part (iii) of Proposition 2.4, $\Pi_{\mathcal{B}_{\beta}}$ is strongly G-semismoothn at any $X \in \Re^{m \times n}$.

Since the proximal point mapping $P_{f}^{\beta}$ is Lipschtiz continuous, it is differentiable almost everywhere on $\mathcal{E}$. Therefore, the B-subdifferential $\partial_{B} P_{f}^{\beta}$ and the Clarke generalized Jacobian $\partial P_{f}^{\beta}$ of $P_{f}^{\beta}$ are well defined.

Proposition 2.10. Let $f$ be a closed proper convex function on $\mathcal{E}$. For any $x \in \mathcal{E}$, $\partial P_{f}(x)$ has the following properties:
(i) Any $V \in \partial P_{f}(x)$ is self-adjoint.
(ii) $\langle V d, d\rangle \geq\|V d\|^{2}$ for any $V \in \partial P_{f}(x)$ and $d \in \mathcal{E}$.

Proof. (i) Define $\phi: \mathcal{E} \rightarrow \Re$ by $\phi(y):=\frac{1}{2}\|y\|^{2}-\psi_{f}(y), y \in \mathcal{E}$. It follows from Proposition 2.5 that $\phi$ is continuously differentiable with $\nabla \phi(y)=P_{f}(y), y \in \mathcal{E}$. Therefore, $(\nabla \phi)^{\prime}(y)$ is self-adjoint if it exists. It follows that any element in $\partial_{B} P_{f}(x)$, and thus that in $\partial P_{f}(x)=\operatorname{conv} \partial_{B} P_{f}(x)$, is self-adjoint.
(ii) Let $d \in \mathcal{E}$ and $z \in \mathcal{D}_{P_{f}}:=\left\{y \in \mathcal{E}: P_{f}\right.$ is differentiable at $\left.y\right\}$ be arbitrarily chosen. From Proposition 2.5, for any $t \geq 0$, we have $\left\langle P_{f}(z+t d)-P_{f}(z), t d\right\rangle \geq$ $\left\|P_{f}(z+t d)-P_{f}(z)\right\|^{2}$, from which it follows that

$$
\begin{equation*}
\left\langle t P_{f}^{\prime}(z) d, t d\right\rangle+o\left(t^{2}\right) \geq\left\|t P_{f}^{\prime}(z) d+o(t)\right\|^{2} \tag{2.18}
\end{equation*}
$$

By taking limits for $t \rightarrow 0$ in (2.18), we obtain

$$
\begin{equation*}
\left\langle P_{f}^{\prime}(z) d, d\right\rangle \geq\left\|P_{f}^{\prime}(z) d\right\|^{2} \quad \forall z \in \mathcal{D}_{P_{f}} \tag{2.19}
\end{equation*}
$$

Let $V \in \partial P_{f}(x)$. Then there exists a positive integer $m>0, V_{i} \in \partial_{B} P_{f}(x), \lambda_{i} \geq$ $0, i=1,2, \ldots, m$, such that $\sum_{i=1}^{m} \lambda_{i}=1$ and $V=\sum_{i=1}^{m} \lambda_{i} V_{i}$. For each $i=1, \ldots, m$ and $k=1,2, \ldots$, there exists $x^{i_{k}} \in \mathcal{D}_{P_{f}}$ such that $\left\|x-x^{i_{k}}\right\| \leq 1 / k$ and

$$
\left\|P_{f}^{\prime}\left(x^{i_{k}}\right)-V_{i}\right\| \leq 1 / k
$$

By (2.19), we have $\left\langle P_{f}^{\prime}\left(x^{i_{k}}\right) d, d\right\rangle \geq\left\|P_{f}^{\prime}\left(x^{i_{k}}\right) d\right\|^{2}$. By taking limits, we get $\left\langle V_{i} d, d\right\rangle \geq$ $\left\|V_{i} d\right\|^{2}$, from which it follows that

$$
\begin{equation*}
\langle V d, d\rangle=\sum_{i=1}^{m} \lambda_{i}\left\langle V_{i} d, d\right\rangle \geq \sum_{i=1}^{m} \lambda_{i}\left\|V_{i} d\right\|^{2} \geq\left\|\sum_{i=1}^{m} \lambda_{i} V_{i} d\right\|^{2}=\|V d\|^{2}, \tag{2.20}
\end{equation*}
$$

where the second inequality follows from Jensen's inequality applied to the convex function $\theta(y):=\frac{1}{2}\|y\|^{2}, y \in \mathcal{E}$. Since $d$ is arbitrarily chosen, part (ii) follows from (6.40).

Remark 2.3. Let $C$ be a closed convex set and $f$ be its indicator function. In this case, $P_{f}^{\beta}$ reduces to the metric projector onto $C$, and thus Proposition 2.10 recovers the positive semidefiniteness of $\partial \Pi_{C}$ established in [59].

### 2.4 Smoothing functions

Let $\|\cdot\|_{\infty}$ be the $l_{\infty}$ norm, i.e., for each $x \in \Re^{m}$,

$$
\|x\|_{\infty}=\max \left\{\left|x_{i}\right| \mid 1 \leq i \leq m\right\} .
$$

Denote the epigraph of $\|\cdot\|_{\infty}$ by epi ${ }_{\infty}$. For any $(t, x) \in \Re \times \Re^{m}$, let $\Pi_{\infty}(t, x)$ denote the metric projection of $(t, x)$ over $l_{\infty}$ norm, which is the unique solution of the following optimization problem:

$$
\begin{array}{ll}
\min & \frac{1}{2}\|y-x\|^{2}+\frac{1}{2}(s-t)^{2} \\
\text { s.t. } & \|y\|_{\infty} \leq s,
\end{array}
$$

or equivalently,

$$
\begin{array}{ll}
\min & \frac{1}{2}\|y-x\|^{2}+\frac{1}{2}(s-t)^{2}  \tag{2.21}\\
\text { s.t. } & -s \leq y_{i} \leq s, 1 \leq i \leq m .
\end{array}
$$

Write $H(\varepsilon, t, x)=(s(\varepsilon, t, x), y(\varepsilon, t, x))$ to denote the unique optimal solution of the logarithmic penalty problem associated with (2.21), i.e.,
$H(\varepsilon, t, x)=\arg \min \left\{\frac{1}{2}\|y-x\|^{2}+\frac{1}{2}(s-t)^{2}-\varepsilon^{2} \sum_{i=1}^{m} \log \left(s-y_{i}\right)-\varepsilon^{2} \sum_{i=1}^{m} \log \left(s+y_{i}\right)\right\}$.

Proposition 2.11. Let $(t, x)$ be a given vector in $\Re \times \Re^{m}$. Then the following statements are valid.
(i) $H(\cdot, \cdot, \cdot)$ is continuously differentiable on $\Re_{++} \times \Re \times \Re^{m}$, and for any $\varepsilon>0$ and $(t, x) \times \Re^{n} \times \Re$,

$$
0 \prec \frac{\partial H(\varepsilon, t, x)}{\partial(t, x)} \prec I,
$$

where $\prec$ means symmetric negative definiteness.
(ii) For any $x_{0} \in \Re^{m}$ and $t_{0} \in \Re$,

$$
\lim _{\varepsilon \downarrow, t \rightarrow t_{0}, x \rightarrow x_{0}} H(\varepsilon, t, x)=\Pi_{\infty}\left(t_{0}, x_{0}\right) .
$$

(iii) $H(\cdot, \cdot, \cdot)$ is $\gamma$ order semismooth at $\left(0, t_{0}, x_{0}\right)$ for some rational number $\gamma>0$. Furthermore, if $t_{0}>-\left\|x_{0}\right\|_{1}$, then $H(\cdot, \cdot, \cdot)$ is strongly semismooth at $\left(0, t_{0}, x_{0}\right)$.

Proof. i) By the definition of $H(\varepsilon, t, x)$, we know that

$$
\left\{\begin{array}{l}
y_{i}-x_{i}+\varepsilon^{2} \frac{2 y_{i}}{s^{2}-y_{i}^{2}}=0,  \tag{2.23}\\
s-t-\varepsilon^{2} \sum_{i=1}^{m} \frac{2 s}{s^{2}-y_{i}^{2}}=0, \quad i=1,2, \ldots, m \\
s>\left|y_{i}\right|
\end{array}\right.
$$

For each $1 \leq i \leq m$, write

$$
a_{i}=\frac{1}{\left(y_{i}+s\right)^{2}}-\frac{1}{\left(y_{i}-s\right)^{2}}
$$

and

$$
b_{i}=\frac{1}{\left(y_{i}+s\right)^{2}}+\frac{1}{\left(y_{i}-s\right)^{2}} .
$$

Direct computation shows that

$$
\left[\begin{array}{cc}
1+\varepsilon^{2} \sum_{i=1}^{m} b_{i} & \varepsilon^{2} a^{T}  \tag{2.24}\\
\varepsilon^{2} a & I+\varepsilon^{2} \operatorname{Diag}(b)
\end{array}\right] \frac{\partial H(\varepsilon, t, x)}{\partial(t, x)}=I
$$

which implies the continuously differentiability of $H(\varepsilon, \cdot \cdot \cdot)$. Moreover, by simple algebraic computation, one can easily establish that

$$
\left[\begin{array}{cc}
1+\varepsilon^{2} \sum_{i=1}^{m} b_{i} & \varepsilon^{2} a^{T}  \tag{2.25}\\
\varepsilon^{2} a & I+\varepsilon^{2} \operatorname{Diag}(b)
\end{array}\right] \succ I,
$$

which, together with (2.24), completes the proof of (i).
ii) Since the Slater condition of (2.21) holds naturally, by [67, Proposition 4.1], it holds that

$$
\lim _{\varepsilon \downarrow 0, t \rightarrow t_{0}, x \rightarrow x_{0}} H(\varepsilon, t, x)=\Pi_{\infty}\left(t_{0}, x_{0}\right)
$$

for any $\left(t_{0}, x_{0}\right) \in \Re^{n+1}$.
iii) If $t_{0}>-\left\|x_{0}\right\|_{1}$, then $\Pi_{\infty}\left(t_{0}, x_{0}\right) \neq(0,0)$, which implies that the linear independence constraint qualification (LICQ) of (2.21) holds. By [67, Proposition 4.1], we can easily obtain that $H(\cdot, \cdot, \cdot)$ is strongly semismooth at $\left(0, t_{0}, x_{0}\right)$. Next, we show $H(\cdot, \cdot, \cdot)$ is locally Lipshcitz at $\left(0, t_{0}, x_{0}\right)$ for $\left(t_{0}, x_{0}\right)$ satisfying $t_{0} \leq-\|x\|_{1}$. For any given $(\varepsilon, t, x)$, we know from (2.23) that

$$
\begin{align*}
2 n \varepsilon^{2} & =\sum_{i=1}^{m}\left(s-y_{i}\right) \frac{\varepsilon^{2}}{s-y_{i}}+\sum_{i=1}^{m}\left(s+y_{i}\right) \frac{\varepsilon^{2}}{s+y_{i}} \\
& =\left[s y^{T}\right]\left(\sum_{i=1}^{m} \frac{\varepsilon^{2}}{s-y_{i}}\left[\begin{array}{c}
1 \\
-e_{i}
\end{array}\right]+\sum_{i=1}^{n} \frac{\varepsilon^{2}}{s+y_{i}}\left[\begin{array}{c}
1 \\
e_{i}
\end{array}\right]\right)  \tag{2.26}\\
& =s^{2}+\|y\|^{2}-s t-y^{T} x
\end{align*}
$$

where $e_{i}$ is the usual $i t h$ base vector. Write $t=t_{0}+\Delta t$ and $x=x_{0}+\Delta x$. Then by direct computation applied to (2.26), we have

$$
\begin{align*}
2 n \varepsilon^{2} & =s^{2}+\|y\|^{2}-s t_{0}-y^{T} x_{0}-s \Delta t-y^{T} \Delta x \\
& \geq s^{2}+\|y\|^{2}+s\left\|x_{0}\right\|_{1}-\|y\|_{\infty}\left\|x_{0}\right\|_{1}-s|\Delta t|-\|y\|_{\infty}\|\Delta x\|_{1}  \tag{2.27}\\
& \geq s^{2}+\|y\|^{2}-s\left(|\Delta t|+\|\Delta x\|_{1}\right) \\
& \geq s^{2}-s(|\Delta t|+\sqrt{n}\|\Delta x\|) .
\end{align*}
$$

It therefore holds that

$$
\|y\|_{\infty} \leq s \leq\|\Delta t\|+\sqrt{n}\|\Delta x\|+\sqrt{2 n}|\varepsilon|
$$

which, together with $G\left(0, t_{0}, x_{0}\right)=\Pi_{\infty}\left(t_{0}, x_{0}\right)=(0,0)$, implies the local Lipschtizness of $H(\cdot, \cdot, \cdot)$ at $\left(0, t_{0}, x_{0}\right)$. Since, for any $\varepsilon \neq 0, H(\varepsilon, t, x)$ is the unique solution of the fractional system (2.23) and $H(0, t, x)=\Pi_{\infty}(t, x)$ is a semialgebraic function with respect to $(t, x)$, it can be checked directly that $H(\cdot, \cdot, \cdot)$ is semialgebraic. Therefore, by invoking Proposition 2.1, one can easily obtain the $\gamma$ order semismoothness of $H(\cdot, \cdot, \cdot)$ at any $\left(0, t_{0}, x_{0}\right)$ for some rational number $\gamma$.

Proposition 2.12. Let $(t, x)$ be a given vector in $\Re \times \Re_{+}^{m}$.
(i) For any $i=1,2, \ldots, m, 0 \leq y_{i}(\varepsilon, t, x) \leq x_{i}$. In particular, if $x_{i}>0$, then

$$
0<y_{i}(\varepsilon, t, x)<x_{i} .
$$

(ii) If $x_{i}<x_{j}$, then $0<y_{j}(\varepsilon, t, x)-y_{i}(\varepsilon, t, x)<x_{j}-x_{i}$.

Proof. i) Note that $s(\varepsilon, t, x)^{2}>y_{i}(\varepsilon, t, x)^{2}$ for any $1 \leq i \leq m$. Then one can easily deduce from the first equality $\operatorname{of}(2.23)$ that $y_{i}(\varepsilon, t, x)-x_{i}$ and $y_{i}(\varepsilon, t, x)$ have opposite signs, which implies the first assertion.
ii) For fixed $(\varepsilon, x, s)$, it is easy to check that $y_{i}$ and $\frac{\varepsilon^{2} 2 y_{i}}{s^{2}-y_{i}^{2}}$ are strictly increasing with respect to $y_{i}$ for any $i$. It therefore follows from the first equality of (2.23) that $y_{i}<y_{j}$ when $x_{i}<x_{j}$ and thus $y_{i}-x_{i}>y_{j}-x_{j}$, which is exactly the second assertion of this proposition.

Let $Z$ be any given matrix in $\Re^{m \times n}$. We use $\sigma_{1}(Z) \geq \sigma_{2}(Z) \geq \ldots \geq \sigma_{m}(Z)$ to denote the singular values of $Z$ (counting multiplicity). Let $Z$ admit the following singular value decomposition (SVD)

$$
Z=U[\operatorname{diag}(\sigma(Z)) 0] V^{T},
$$

where $\sigma(Z)=\left[\sigma_{1}(Z), \sigma_{2}(Z), \ldots, \sigma_{m}(Z)\right]^{T}$ and $U \in \Re^{m \times m}$ and $V \in \Re^{n \times}$ are orthogonal matrices. Define the spectral operator $G(\cdot, \cdot, \cdot): \Re \times \Re^{m \times n} \times \Re \rightarrow \Re \times \Re^{m \times n}$ with respect to smoothing function $H(\cdot, \cdot, \cdot)$ as follows

$$
G(\varepsilon, t, Z):=\left[\begin{array}{l}
s(\varepsilon, t, \sigma(Z))  \tag{2.28}\\
U[\operatorname{Diag}(y(\varepsilon, t, \sigma(Z))), 0] V^{T}
\end{array}\right]
$$

for any $Z \in \Re^{m \times}, t \in \Re$ and $\varepsilon \in \Re$. The next proposition shows that $G(\cdot, \cdot, \cdot)$ is indeed the smoothing function of the metric projector over the epigraph of the spectral norm.

Proposition 2.13. Let $Z \in \Re^{m \times n}$ and $t \in \Re$.
(i) The spectral operator $G(\cdot, \cdot, \cdot)$ is well-defined and, for any given $\varepsilon>0, t \in \Re$ and $Z \in \Re^{m \times n}, G(\cdot, \cdot, \cdot)$ is continuously differentiable at $(\varepsilon, Z, t)$.
(ii) For any $X^{0} \in \Re^{m \times n}$ and $t^{0} \in \Re$,

$$
\lim _{\varepsilon \downarrow 0, t \rightarrow t^{0}, X \rightarrow X^{0}} G(\varepsilon, t, X)=\Pi_{2}\left(t^{0}, X^{0}\right) .
$$

(iii) $G(\cdot, \cdot, \cdot)$ is $\gamma$ order $G$-semismooth at $\left(0, t_{0}, X_{0}\right)$ for any $\left(t_{0}, X_{0}\right)$ in $\Re \times \Re^{m \times n}$ for some rational number $\gamma>0$. Furthermore, if $t_{0}>-\left\|X_{0}\right\|_{2}$, then $G(\cdot, \cdot, \cdot)$ is strongly $G$-semismooth at $\left(0, t_{0}, X_{0}\right)$

Proof. i) Clearly, for given $\varepsilon$ and $t, H(\varepsilon, \cdot, t)$ is absolutely symmetric with respect to $\Re^{m}$. Therefore, $G$ is well defined. Since $H(\cdot, \cdot, \cdot)$ is continuously differentiable on $\Re \backslash\{0\} \times \Re \times \Re^{m}$, according to Proposition 2.4 (i), $G(\cdot, \cdot, \cdot)$ is continuously differentiable on $\Re \backslash\{0\} \times \Re \times \Re^{m}$.
ii) For given $\varepsilon \neq 0$ and $t \in \Re$, it follows from Von Neumann's trace inequality that

$$
\|G(\varepsilon, t, X)-G(\varepsilon, t, Z)\| \leq\|H(\varepsilon, t, \sigma(X))-H(\varepsilon, t, \sigma(Z))\| .
$$

As stated in Proposition 2.11, $H(\cdot, \cdot, \cdot)$ is the smoothing function of $\Pi_{\infty}(\cdot, \cdot)$. Combining all these arguments, we deduce that

$$
\lim _{\varepsilon \downarrow 0, t \rightarrow t^{0}, X \rightarrow X^{0}} G(\varepsilon, t, X)=\Pi_{2}\left(t^{0}, X^{0}\right) .
$$

iii) The last assertion follows directly from Proposition 2.11 (iii) and Proposition 2.4 (iii). We omit the details.

Next, we briefly review the CHKS smoothing functions for plus function. Let $h_{u}(\cdot, \cdot): \Re^{2} \rightarrow \Re$ be the CHKS function defined by

$$
h_{u}(\varepsilon, w)=\frac{\sqrt{w^{2}+4 \varepsilon^{2}}+w}{2}, \quad \forall(w, \varepsilon) \in \Re^{2},
$$

One can easily extend these smoothing functions for scalar plus function to vectorvalued plus function. Indeed, define $H_{u}(\cdot, \cdot): \Re^{m} \times \Re \rightarrow \Re^{m}$ by

$$
H_{u}(\varepsilon, x)=\left(\begin{array}{c}
h_{u}\left(\varepsilon, x_{1}\right) \\
h_{u}\left(\varepsilon, x_{2}\right) \\
\vdots \\
h_{u}\left(\varepsilon, x_{m}\right)
\end{array}\right)
$$

for any $x \in \Re^{m}$ and $\varepsilon \in \Re$. It is easy to verify that $H_{u}$ is smoothing functions for the vector plus function $\max (x, 0)$, which is continuously differentiable on $\Re_{++} \times \Re^{m}$ and enjoy the strongly semismooth property on $\{0\} \times \Re^{m}$.

## Chapter 3

## An alternating direction method

### 3.1 Introduction

Roughly speaking, alternating direction method (ADM) is an inexact implementation of the augmented Lagrangian method using the idea of Gauss-Seidel iteration. It solves problems of the form

$$
\begin{array}{ll}
\min & f(x)+g(y)  \tag{3.1}\\
\text { s.t. } & A x+B y=b
\end{array}
$$

with variables $x \in \Re^{n}$ and $y \in \Re^{m}$, where $f: \Re^{n} \rightarrow \Re \cup\{+\infty\}$ and $g: \Re^{m} \rightarrow$ $\Re \cup\{+\infty\}$ are proper closed convex functions, $A \in \Re^{p \times n}, B \in \Re^{p \times m}$, and $b$ is vector in $\Re^{p}$. The augmented Lagrangian function of (3.1) is given by

$$
\mathcal{L}_{\beta}(x, y, \lambda)=f(x)+g(y)-\langle\lambda, A x+B y-b\rangle+\frac{\beta}{2}\|A x+B y-b\|^{2}
$$

where $\lambda \in \Re^{p}$ is a Lagrangian multiplier and $\beta>0$ is a penalty parameter. The classical augmented Lagrangian method [43, 64] consists of the iterations

$$
\left\{\begin{align*}
\left(x^{k+1}, y^{k+1}\right) & =\arg \min \mathcal{L}_{\beta}\left(x, y, \lambda^{k}\right)  \tag{3.2}\\
\lambda^{k+1} & =\lambda^{k}-\gamma \beta\left(A x^{k+1}+B y^{k+1}-b\right),
\end{align*}\right.
$$

where $\gamma \in(0,2)$ guarantees the convergence. Seen clearly form (3.2), at each iteration the simple scheme of ALM involves a joint minimization with respect to $x$ and $y$ and therefore ignores the separable structure of (3.1). In contrast, the idea of ADM is to decompose the minimization task of $L_{\beta}(\cdot, \cdot, \lambda)$ into two easier and smaller subproblems such that the involved variables $x$ and $y$ can be minimized separately in the alternative order. The decomposed subproblems are usually much easier than the join$t$ minimization task in (3.2) and even for some applications admit analytic solutions [14, 40, 54, 89, 93]. Given a couple $\left(y^{k}, \lambda^{k}\right)$, the ADM applied to problem (3.2) yields the following iterative scheme

$$
\left\{\begin{align*}
x^{k+1} & =\arg \min \mathcal{L}_{\beta}\left(x, y^{k}, \lambda^{k}\right)  \tag{3.3}\\
y^{k+1} & =\arg \min \mathcal{L}_{\beta}\left(x^{k+1}, y, \lambda^{k}\right) \\
\lambda^{k+1} & =\lambda^{k}-\beta\left(A x^{k+1}-B y^{k+1}-b\right)
\end{align*}\right.
$$

Since its presence [30,34] in the field of differential equation, ADM and its variants have been widely studied in many areas, such as convex programming and variational inequality. In [32, 33], the authors proposed an extension of the ADM (3.3), in which a stepsize $\gamma \in\left(0, \frac{\sqrt{5}+1}{2}\right)$ is attached to the update of the Lagrangian multiplier $\lambda$. Specifically, the extended ADM iterates as

$$
\left\{\begin{align*}
x^{k+1} & =\arg \min \mathcal{L}_{\beta}\left(x, y^{k}, \lambda^{k}\right)  \tag{3.4}\\
y^{k+1} & =\arg \min \mathcal{L}_{\beta}\left(x^{k+1}, y, \lambda^{k}\right) \\
\lambda^{k+1} & =\lambda^{k}-\gamma \beta\left(A x^{k+1}-B y^{k+1}-b\right)
\end{align*}\right.
$$

Gabay [29] considered the ADM from the perspective of operator splitting and stated that the classical ADM is the tight Douglas-Rachford splitting method [22, 55] for finding a zero of the sum of two maximal monotone operators applied to the dual of (3.1). Sequently, in [24], it is shown that the Douglas-Rachford splitting method is a special implementation of the proximal point algorithm. Replacing the classical PPA by the relaxed PPA introduced in [35], Eckstein and Bertsekas obtained the following generalized alternating direction method:

$$
\left\{\begin{array}{l}
\left\|x^{k+1}-\arg \min \left\{f(x)-\left\langle\lambda^{k}, A x\right\rangle+\frac{\beta}{2}\left\|A x+B y^{k}-b\right\|^{2}\right\}\right\| \leq u_{k}  \tag{3.5}\\
\left\|y^{k+1}-\arg \min \left\{g(y)-\left\langle\lambda^{k}, B y\right\rangle+\frac{\beta}{2}\left\|\rho_{k}\left(A x^{k+1}-b\right)+B\left(y-\left(1-\rho_{k}\right) y^{k}\right)\right\|^{2}\right\}\right\| \leq v_{k} \\
\lambda^{k+1}=\lambda^{k}-\beta\left(\rho_{k} A x^{k+1}-\left(1-\rho_{k}\right) B y^{k}+B y^{k+1}\right)
\end{array}\right.
$$

where $\rho_{k} \in(0,2), u_{k}>0, v_{k}>0, \sum_{i=1}^{\infty} u_{k}<\infty$ and $\sum_{i=1}^{\infty} v_{k}<\infty$. If $\rho_{k}=1$, the generalized ADM (3.5) reduces to the original version of ADM. Suggested by Rockafellar, Eckstein [23] also considered a primal-dual saddle-point application of the Douglas-Rachford splitting to the separable convex programming. This resulting algorithm is known as the proximal alternating direction algorithm:

$$
\left\{\begin{align*}
x^{k+1} & =\arg \min \left\{f(x)-\left\langle\lambda^{k}, A x\right\rangle+\frac{\beta}{2}\left\|A x+B y^{k}-b\right\|^{2}+\frac{s}{2}\left\|x-x^{k}\right\|^{2}\right\}  \tag{3.6}\\
y^{k+1} & =\arg \min \left\{g(y)-\left\langle\lambda^{k}, B y\right\rangle+\frac{\beta}{2}\left\|A x^{k+1}+B y-b\right\|^{2}+\frac{t}{2}\left\|y-y^{k}\right\|^{2}\right\} \\
\lambda^{k+1} & =\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)
\end{align*}\right.
$$

By further investigating the contractive property of the proximal ADM, He et al. [39] presented a new variant of ADM in which $x^{k+1}$ and $y^{k+1}$ is produced by inexact minimizing the subproblems and the parameter $\beta, s, t$ are replaced by positive definite
matrices. More specifically,

$$
\left\{\begin{array}{l}
\| x^{k+1}-\arg \min \left\{f(x)-\left\langle\lambda^{k}, A x\right\rangle+\frac{1}{2}\left\|A x+B y^{k}-b\right\|_{H_{k}}^{2}+\frac{1}{2}\left\|x-x^{k}\right\|_{R_{k}}^{2} \|\right\} \leq u_{k}  \tag{3.7}\\
\left\|y^{k+1}-\arg \min \left\{g(y)-\left\langle\lambda^{k}, B y\right\rangle+\frac{1}{2}\left\|A x^{k+1}+B y-b\right\|_{H_{k}}^{2}+\frac{1}{2}\left\|y-y^{k}\right\|_{S_{k}}^{2}\right\}\right\| \leq v_{k} \\
\lambda^{k+1}=\lambda^{k}-H_{k}\left(A x^{k+1}+B y^{k+1}-b\right)
\end{array}\right.
$$

where $u_{k}>0, v_{k}>0, \sum_{k=1}^{\infty} u_{k}<\infty$ and $\sum_{k=1}^{\infty} v_{k}<\infty ;\left\{S_{k}\right\}$ and $\left\{T_{k}\right\}$ are sequences of both lower and upper bounded symmetric positive definite matrices; for a symmetric positive definite matrix $G$ and a given vector $x,\|x\|_{G}=\sqrt{x^{T} G x} ; H_{k}$ is required to satisfy some technical condition introduced in [39]. From the perspective of contraction, Ye and Yuan [91] developed a variant of alternating direction method with an optimal stepsize. Given a couple of $\left(y^{k}, \lambda^{k}\right)$, the new iterate of Ye-Yuan's algorithm is produced by

$$
\left\{\begin{array}{l}
x^{k+1}=\arg \min \mathcal{L}_{\beta}\left(x, y^{k}, \lambda^{k}\right)  \tag{3.8}\\
\tilde{y}^{k+1}=\arg \min \mathcal{L}_{\beta}\left(x^{k+1}, y, \lambda^{k}\right) \\
\tilde{\lambda}^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B \tilde{y}^{k+1}-b\right)
\end{array}\right.
$$

and

$$
\left\{\begin{align*}
y^{k+1} & =y^{k}-\gamma \alpha^{*}\left(y^{k}-\tilde{y}^{k}\right)  \tag{3.9}\\
\lambda^{k+1} & =\lambda^{k}-\gamma \alpha^{*}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{align*}\right.
$$

where $\gamma \in(0,2)$ and $\alpha^{*}$ is defined by

$$
\alpha^{*}:=\frac{1}{2}\left[1+\frac{\beta\left\|A x^{k+1}+B y^{k}-b\right\|^{2}}{\beta\left\|B y^{k}-B \tilde{y}^{k}\right\|^{2}+\frac{1}{\beta}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2}}\right] .
$$

Numerical results demonstrated that an additional computation on the optimal size would improve the efficiency of the new variant of ADM. More recently, an ADM based relaxed customized proximal point aiming at accelerating the ADM was proposed by Cai et al. [11] for solving the separable convex programming (3.1). With the given couple $\left(y^{k}, \lambda^{k}\right)$, this algorithm first generates a prediction point $\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right)$ by

$$
\left\{\begin{array}{l}
\tilde{x}^{k}=\arg \min \mathcal{L}_{\beta}\left(x, y^{k}, \lambda^{k}\right)  \tag{3.10}\\
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A \tilde{x}^{k}-B y^{k}-b\right) \\
\tilde{y}^{k}=\arg \min \mathcal{L}_{\beta}\left(\tilde{x}^{k}, y, \tilde{\lambda}^{k}\right)
\end{array}\right.
$$

and then updates $\left(y^{k+1}, \lambda^{k+1}\right)$ according to the following rules

$$
\left\{\begin{array}{l}
y^{k+1}=y^{k}-\gamma\left(y^{k}-\tilde{y}^{k}\right)  \tag{3.11}\\
\lambda^{k+1}=\lambda^{k}-\gamma\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right.
$$

where $\gamma \in(0,2)$. As we will see later, the ADM based PPA is equivalent to a special implementation of Eckstein and Bertsekas' generalized ADM.

### 3.2 Equivalence of Eckstein-Bertseka's ADM and ADM based customized PPA

For ease of discussion and notations, we assume without generality that $A=M$ and $B=-I$. Then the separable convex programming collapses to:

$$
\begin{array}{cc}
\min & f(x)+g(y) \\
\text { s.t. } & M x=y
\end{array}
$$

and the exact implementation of Eckstein-Bertsekas's generalized ADM goes as follows:

$$
\left\{\begin{align*}
x^{k+1} & =\arg \min \left\{f(x)+\frac{\beta}{2}\left\|M x-y^{k}+p^{k}\right\|^{2}\right\}  \tag{3.12}\\
w^{k+1} & =\arg \min \left\{g(y)+\frac{\beta}{2}\left\|\rho M x^{k+1}+(1-\rho) y^{k}-y+p^{k}\right\|^{2}\right\} \\
p^{k+1} & =p^{k}+\rho M y^{k+1}+(1-\rho) y^{k}-y^{k+1}
\end{align*}\right.
$$

where $\rho \in(0,2)$ is a constant relax factor. Given the couple $\left(x^{k}, p^{k}\right)$, the next iteration of Cai et al.'s relaxed ADM is produced by

$$
\left\{\begin{align*}
\tilde{w}^{k} & =\arg \min \left\{g(y)+\frac{\beta}{2}\left\|M x^{k}-y+p^{k}\right\|^{2}\right\}  \tag{3.13}\\
\tilde{p}^{k} & =p^{k}+M x^{k}-\tilde{y}^{k} \\
\tilde{x}^{k} & =\arg \min \left\{f(x)+\frac{\beta}{2}\left\|M x-\tilde{y}^{k}+\tilde{p}^{k}\right\|^{2}\right\} \\
x^{k+1} & =(1-\rho) x^{k}+\rho \tilde{x}^{k} \\
p^{k+1} & =(1-\rho) p^{k}+\rho \tilde{p}^{k}
\end{align*}\right.
$$

Next we analyze Cai et al.'s algorithm in detail under the setting $\left(p^{0}, x^{0}\right)=(0,0)$. Using the iterative formula in (3.13), it is easy to check that

$$
M x^{k+1}+p^{k+1}=(1-\rho)\left(M x^{k}+p^{k}\right)+\rho\left(M \tilde{x}^{k}+\tilde{p}^{k}\right)
$$

which means

$$
\begin{equation*}
M x^{k+1}+p^{k+1}=\sum_{j=0}^{k} \rho(1-\rho)^{j}\left(M \tilde{x}^{k-j}+\tilde{p}^{k-j}\right) . \tag{3.14}
\end{equation*}
$$

Then by the above equality and an easy manipulation, the iterative scheme (3.13) can be reformulated as

$$
\left\{\begin{align*}
\tilde{w}^{k} & =\arg \min \left\{g(w)+\frac{\beta}{2}\left\|\sum_{j=0}^{k-1} \rho(1-\rho)^{j}\left(M \tilde{x}^{k-1-j}+\tilde{p}^{k-1-j}\right)-w\right\|^{2}\right\}  \tag{3.15}\\
\tilde{p}^{k} & =\sum_{j=0}^{k-1} \rho(1-\rho)^{j}\left(M \tilde{x}^{k-1-j}+\tilde{p}^{k-1-j}\right)-\tilde{w}^{k} \\
\tilde{x}^{k} & =\arg \min \left\{f(x)+\frac{\beta}{2}\left\|M x-\tilde{w}^{k}+\tilde{p}^{k}\right\|^{2}\right\}
\end{align*}\right.
$$

By changing the implementation order of $w$ and $p$ and replacing the notation $\left(\tilde{x}^{k}, \tilde{p}^{k}, \tilde{w}^{k}\right)$ by $\left(x^{k}, p^{k}, w^{k}\right)$, we have an alternative form of (3.13):

$$
\left\{\begin{align*}
x^{k+1} & =\arg \min \left\{f(x)+\frac{\beta}{2}\left\|M x-w^{k}+p^{k}\right\|^{2}\right\}  \tag{3.16}\\
w^{k+1} & =\arg \min \left\{g(w)+\frac{\beta}{2}\left\|\sum_{j=0}^{k} \rho(1-\rho)^{j}\left(M x^{k+1-j}+p^{k-j}\right)-w\right\|^{2}\right\} \\
p^{k+1} & =\sum_{j=0}^{k} \rho(1-\rho)^{j}\left(M x^{k+1-j}+p^{k-j}\right)-w^{k+1}
\end{align*}\right.
$$

On the other hand, it follows from a direct computation that

$$
\begin{aligned}
\sum_{j=0}^{k} \rho(1-\rho)^{j}\left(M x^{k+1-j}+p^{k-j}\right) & =\rho\left(M x^{k+1}+p^{k}\right)+(1-\rho) \sum_{j=0}^{k-1} \rho(1-\rho)^{j}\left(M x^{k-j}+p^{k-1-j}\right) \\
& =\rho\left(M x^{k+1}+p^{k}\right)+(1-\rho)\left(p^{k}+w^{k}\right) \\
& =p^{k}+\rho M x^{k+1}+(1-\rho) w^{k}
\end{aligned}
$$

which implies

$$
p^{k+1}=p^{k}+\rho M x^{k+1}+(1-\rho) w^{k}-w^{k+1} .
$$

Substituting the above equality into (3.16) yields nothing but Eckstein and Berteskas' generalized ADM.

### 3.3 Proximal alternating direction method

For the proximal alternating direction method (3.7), the positive definite matrix $R_{k}, S_{k}$ and $H_{k}$ are allowed to variate according to some particular rules. However, in many situations, $H_{k}$ is set to be $\beta I$ and the sequences $\left\{S_{k}\right\}$ and $\left\{T_{k}\right\}$ are constant matrices. In this case, we suppress the subindex and write $S$ and $T$ for $S_{k}$ and $T_{k}$ respectively. The convergence results provided in [39] need both $S$ and $T$ to be positive
semidefinite, nevertheless this assumption may exclude some important applications (see [89, 94] for example). In [28], by slightly revising the proof in [39], the authors prove the convergence of the proximal alternating direction method under any of the following conditions:
(a) $f$ and $g$ are strongly convex;
(b) $f$ is strongly convex and $B^{T} B+T$ is positive definite;
(c) $g$ is strongly convex and $A^{T} A+S$ is positive definite;
(d) $S$ is positive definite and $B$ is injective;
(e) $T$ is positive definite and $A$ is injective;
(f) $S$ and $T$ are positive definite.

However, a moment's observation reveals that the conditions listed above don't cover the basic convergence result of the original ADM in which $S=0, T=0$ and $A, B$ are required to be of full column rank. To fill the gap, we provide the following theorem which summarizes more general convergence results of the proximal ADM. Although the proof is a trivial extension of that in [39], we still include it here for the purpose of clarity and completeness.

Theorem 3.1. Assume that problem (3.1) has at least a KKT point. Let $\left(x_{k}, y_{k}, \lambda_{k}\right)$ be generated by the following proximal ADM:

$$
\left\{\begin{array}{l}
x^{k+1}=\arg \min \left\{f(x)-\left\langle\lambda^{k}, A x\right\rangle+\frac{\beta}{2}\left\|A x+B y^{k}-b\right\|^{2}+\frac{1}{2}\left\|x-x^{k}\right\|_{S}^{2}\right\}  \tag{3.17}\\
y^{k+1}=\arg \min \left\{g(y)-\left\langle\lambda^{k}, B y\right\rangle+\frac{\beta}{2}\left\|A x^{k+1}+B y-b\right\|^{2}+\frac{1}{2}\left\|y-y^{k}\right\|_{T}^{2}\right\} \\
\lambda^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)
\end{array}\right.
$$

where $S$ and $T$ are positive semidefinite. Then $\left\{\left(x_{k}, y_{k}\right)\right\}$ converges to an optimal solution to (3.5) and $\left\{\lambda_{k}\right\}$ converges to an optimal solution to the dual of (3.5) if the following conditions hold:
(a) $f$ is strongly convex or $\left[\begin{array}{l}A \\ S\end{array}\right]$ has full column rank;
(b) $g$ is strongly convex or $\left[\begin{array}{l}B \\ T\end{array}\right]$ has full column rank.

Proof. We first note that the positive semidefiniteness of $A^{T} A+S\left(B^{T} B+T\right)$ is equivalent to the augmented matrices $\left[A^{T} S^{T}\right]^{T}\left(\left[B^{T} T^{T}\right]^{T}\right)$ has full column rank. Hence, it suffices to prove the convergence of the proximal ADM (3.17) under the condition that both $\left[\begin{array}{ll}A^{T} & S^{T}\end{array}\right]^{T}$ and $\left[B^{T} T^{T}\right]^{T}$ are of full column rank since other cases have been investigated in [28]. Let $\left(x^{*}, y^{*}, \lambda^{*}\right)$ be a KKT point of (3.1). Then it holds that

$$
\left\{\begin{array}{l}
A^{T} \lambda^{*} \in \partial f\left(x^{*}\right),  \tag{3.18}\\
B^{T} \lambda^{*} \in \partial g\left(y^{*}\right) \\
A x^{*}+B y^{*}=b
\end{array}\right.
$$

Since $x^{k+1}$ and $y^{k+1}$ solve $L\left(\cdot, y^{k}, \beta\right)+\frac{1}{2}\left\|\cdot-x^{k}\right\|_{S}^{2}$ and $L\left(x^{k+1}, \cdot, \beta\right)+\frac{1}{2}\left\|\cdot-y^{k}\right\|_{T}^{2}$ respectively, we deduce from the first order optimality conditions that

$$
\left\{\begin{array}{l}
A^{T}\left[\lambda^{k}-\beta\left(A x^{k+1}+B y^{k}-b\right)\right]-S\left(x^{k+1}-x^{k}\right) \in \partial f\left(x^{k+1}\right)  \tag{3.19}\\
B^{T}\left[\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)\right]-T\left(y^{k+1}-y^{k}\right) \in \partial g\left(y^{k+1}\right) \\
\lambda^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)
\end{array}\right.
$$

By (3.19) and the monotonicity of $\partial f(\cdot)$ and $\partial g(\cdot)$, it is easily seen that

$$
\begin{align*}
0 \leq & \left\langle x^{k+1}-x^{*}, A^{T}\left[\lambda^{k}-\lambda^{*}-\beta\left(A x^{k+1}+B y^{k}-b\right)\right]-S\left(x^{k+1}-x^{k}\right)\right\rangle \\
& +\left\langle y^{k+1}-y^{*}, B^{T}\left[\lambda^{k}-\lambda^{*}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)\right]-T\left(y^{k+1}-y^{k}\right)\right\rangle \\
& +\left\langle\lambda^{k+1}-\lambda^{*}, \frac{\lambda^{k}-\lambda^{k+1}}{\beta}-\left(A x^{k+1}+B y^{k+1}-b\right)\right\rangle  \tag{3.20}\\
= & \left\langle x^{k+1}-x^{*}, A^{T}\left[\lambda^{k+1}-\lambda^{*}-\beta B\left(y^{k}-y^{k+1}\right)\right]-S\left(x^{k+1}-x^{k}\right)\right\rangle \\
& +\left\langle y^{k+1}-y^{*}, B^{T}\left[\lambda^{k+1}-\lambda^{*}\right]-T\left(y^{k+1}-y^{k}\right)\right\rangle \\
& +\left\langle\lambda^{k+1}-\lambda^{*}, \frac{\lambda^{k}-\lambda^{k+1}}{\beta}-\left[A\left(x^{k+1}-x^{*}\right)+B\left(y^{k+1}-y^{*}\right)\right]\right\rangle
\end{align*}
$$

which implies

$$
\begin{align*}
& \left\langle\lambda^{k}-\lambda^{k+1}, B\left(y^{k}-y^{k+1}\right)\right\rangle+\left\langle B\left(y^{k+1}-y^{*}\right), \beta B\left(y^{k+1}-y^{k}\right)\right\rangle \\
+ & \left\langle x^{k+1}-x^{*}, S\left(x^{k+1}-x^{k}\right)\right\rangle+\left\langle y^{k+1}-y^{*}, T\left(y^{k+1}-y^{k}\right)\right\rangle  \tag{3.21}\\
+ & \left\langle\lambda^{k+1}-\lambda^{*}, \frac{1}{\beta}\left(\lambda^{k+1}-\lambda^{k}\right)\right\rangle \leq 0 .
\end{align*}
$$

Using the elementary relationship $\langle u, v\rangle=\frac{1}{2}\left(\|u\|^{2}+\|v\|^{2}-\|u-v\|^{2}\right)$, we further obtain that

$$
\begin{align*}
& \left\|x^{k+1}-x^{*}\right\|_{S}^{2}+\left\|y^{k+1}-y^{*}\right\|_{T+\beta B^{T} B}^{2}+\left\|\lambda^{k+1}-\lambda^{*}\right\|_{\frac{I}{\beta}}^{2} \\
\leq & \left\|x^{k}-x^{*}\right\|_{S}^{2}+\left\|y^{k}-y^{*}\right\|_{T+\beta B^{T} B}^{2}+\left\|\lambda^{k}-\lambda^{*}\right\|_{\frac{I}{\beta}}^{2}-2\left\langle\lambda^{k}-\lambda^{k+1}, B\left(y^{k}-y^{k+1}\right)\right\rangle \\
& -\left\|x^{k}-x^{k+1}\right\|_{S}^{2}-\left\|y^{k}-y^{k+1}\right\|_{T+\beta B^{T} B}^{2}-\left\|\lambda^{k}-\lambda^{k+1}\right\|_{\frac{I}{\beta}}^{2} . \tag{3.22}
\end{align*}
$$

By the above inequality, it follows that the sequences $\left\{S x^{k}\right\},\left\{\left(T+\beta B^{T} B\right) y^{k}\right\}$ and $\left\{\lambda^{k} / \beta\right\}$ are bounded. Since $T+\beta B^{T} B$ and $\frac{I}{\beta}$ are positive semidefinite, we deduce that $\left\{y^{k}\right\}$ and $\left\{\lambda^{k}\right\}$ are also bounded. Recall that

$$
\begin{equation*}
A x^{k+1}=\lambda^{k}-\lambda^{k+1}-B y^{k+1}+b \tag{3.23}
\end{equation*}
$$

Hence, $\left\{\left(S+\beta A^{T} A\right) x^{k}\right\}$ is bounded and this together with the positive definiteness of $S+\beta A^{T} A$ implies the boundedness of $\left\{x^{k}\right\}$. Moreover, from (3.22), we see immediately that

$$
\begin{align*}
& \sum_{k=1}^{\infty}\left\|x^{k}-x^{k+1}\right\|_{S}^{2}+\left\|y^{k}-y^{k+1}\right\|_{T+\beta B^{T} B}^{2}+\left\|\lambda^{k}-\lambda^{k+1}\right\|_{\frac{I}{\beta}}^{2}  \tag{3.24}\\
+ & 2 \sum_{k=1}^{\infty}\left\langle\lambda^{k}-\lambda^{k+1}, B\left(y^{k}-y^{k+1}\right)\right\rangle<+\infty .
\end{align*}
$$

One the other hand, by the monotonicity of $\partial g(\cdot)$ combined with (3.19), we have

$$
\begin{align*}
& \left\langle y^{k}-y^{k+1}, B^{T}\left(\lambda^{k}-\lambda^{k+1}\right)\right\rangle \\
\geq & \left\|y^{k}-y^{k+1}\right\|_{T}^{2}+\left\langle y^{k}-y^{k+1}, T\left(y^{k}-y^{k-1}\right)\right\rangle \\
\geq & \left\|y^{k}-y^{k+1}\right\|_{T}^{2}-\frac{1}{2}\left\|y^{k}-y^{k+1}\right\|_{T}^{2}-\frac{1}{2}\left\|y^{k-1}-y^{k}\right\|_{T}^{2}  \tag{3.25}\\
= & \frac{1}{2}\left\|y^{k}-y^{k+1}\right\|_{T}^{2}-\frac{1}{2}\left\|y^{k-1}-y^{k}\right\|_{T}^{2},
\end{align*}
$$

which, by the boundedness of $\left\{y^{k}\right\}$, implies that

$$
\sum_{k=1}^{\infty}\left\langle y^{k}-y^{k+1}, B^{T}\left(\lambda^{k}-\lambda^{k+1}\right)\right\rangle>-\infty
$$

It therefore holds

$$
\sum_{k=1}^{\infty}\left\|x^{k}-x^{k+1}\right\|_{S}^{2}<+\infty, \sum_{k=1}^{\infty}\left\|y^{k}-y^{k+1}\right\|_{\beta B^{T} B+T}<+\infty
$$

and

$$
\sum_{k=1}^{\infty}\left\|\lambda^{k}-\lambda^{k+1}\right\|_{\frac{I}{\beta}}^{2}<+\infty
$$

This together with (3.23) shows

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|x^{k}-x^{k+1}\right\|=0, \lim _{k \rightarrow \infty}\left\|y^{k}-y^{k+1}\right\|=0, \lim _{k \rightarrow \infty}\left\|\lambda^{k}-\lambda^{k+1}\right\|=0 \tag{3.26}
\end{equation*}
$$

Since the sequences $\left\{x^{k}\right\},\left\{y^{k}\right\}$ and $\left\{\lambda^{k}\right\}$ are bounded, there exists a triple $\left(x^{\infty}, y^{\infty}, \lambda^{\infty}\right)$ and a subsequence $n_{k}$ such that

$$
\lim _{k \rightarrow \infty} x_{n_{k}}=x^{\infty}, \lim _{k \rightarrow \infty} y_{n_{k}}=y^{\infty}, \lim _{k \rightarrow \infty} \lambda_{n_{k}}=\lambda^{\infty} .
$$

Then, by taking the limits on the both sides of (3.19), using (3.26) and invoking the upper semicontinuous of $\partial g(\cdot)$ [71], one can immediately write

$$
\left\{\begin{array}{l}
A^{T} \lambda^{\infty} \in \partial f\left(x^{\infty}\right)  \tag{3.27}\\
B^{T} \lambda^{\infty} \in \partial g\left(y^{\infty}\right) \\
A x^{\infty}+B y^{\infty}=b
\end{array}\right.
$$

which means $\left(x^{\infty}, y^{\infty}, \lambda^{\infty}\right)$ is a KKT point of (3.5). Hence, the inequality (3.22) is also valid if $\left(x^{\infty}, y^{\infty}, \lambda^{\infty}\right)$ is replaced by $\left(x^{*}, y^{*}, \lambda^{*}\right)$. Then it holds that

$$
\begin{align*}
& \left\|x^{k+1}-x^{\infty}\right\|_{S}^{2}+\left\|y^{k+1}-y^{\infty}\right\|_{T+\beta B^{T} B}^{2}+\left\|\lambda^{k+1}-\lambda^{\infty}\right\|_{\frac{I}{\beta}}^{2}  \tag{3.28}\\
\leq & \left\|x^{k}-x^{\infty}\right\|_{S}^{2}+\left\|y^{k}-y^{\infty}\right\|_{T+\beta B^{T} B}^{2}+\left\|\lambda^{k}-\lambda^{\infty}\right\|_{\frac{I}{\beta}}^{2}
\end{align*}
$$

Since $T+\beta B^{T} B$ is positive definite, we deduce from (3.28) that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|x^{k}-x^{\infty}\right\|_{S}^{2}=0 \tag{3.29}
\end{equation*}
$$

and

$$
\lim _{k \rightarrow \infty} y^{k}=y^{\infty}, \lim _{k \rightarrow \infty} \lambda^{k}=\lambda^{\infty} .
$$

By the relationship (3.23) and $A x^{\infty}+B y^{\infty}=b$, it is easy to see

$$
\lim _{k \rightarrow \infty} A x^{k}=A x^{\infty}
$$

which together with (3.29) and the positive definiteness of $S+\beta B^{T} B$ implies

$$
\lim _{k \rightarrow \infty} x^{k}=x^{\infty}
$$

Therefore, we have shown that the whole sequence $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ converges to $\left(x^{\infty}, y^{\infty}, \lambda^{\infty}\right)$ under the assumption of this theorem.

Remark 3.1. Theorem (3.1) provides more general conditions for the convergence of the proximal ADM. It includes all the conditions in [28, Theorem 8.1] as its special case. For $S=0$ and $T=0$, the proximal alternating direction method reduces to the original ADM whose convergence can be established under the condition $A, B$ have full column rank. This basic convergence result is also included in Theorem 3.1 while not contained in the six conditions provided in [28].

Corollary 3.2. Assume that problem (3.5) has at least a KKT point. Let $\left(x_{k}, y_{k}, \lambda_{k}\right)$ be generated by the following linearized alternating direction method:

$$
\left\{\begin{array}{l}
x^{k+1}=\arg \min \left\{f(x)-\left\langle\lambda^{k}, A x\right\rangle+\beta\left\langle A^{T}\left(A x^{k}+B y^{k}-b\right), x-x^{k}\right\rangle+\frac{r}{2}\left\|x-x^{k}\right\|^{2},\right.  \tag{3.30}\\
y^{k+1}=\arg \min \left\{g(y)-\left\langle\lambda^{k}, B y\right\rangle+\beta\left\langle B^{T}\left(A x^{k+1}+B y^{k}-b\right), y-y^{k}\right\rangle+\frac{s}{2}\left\|y-y^{k}\right\|^{2},\right. \\
\lambda^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right),
\end{array}\right.
$$

where $r \geq \beta\left\|A^{T} A\right\|_{2}>0$ and $s \geq \beta\left\|B^{T} B\right\|_{2}>0$. Then $\left\{\left(x_{k}, y_{k}\right)\right\}$ converges to an optimal solution to (3.5) and $\left\{\lambda^{k}\right\}$ converges to an optimal solution to the dual of (3.5).

Proof. The linearized ADM (3.30) is a special case of the proximal ADM (3.17) where $S$ is taken as $r I-\beta A^{T} A$ and $T$ is $s I-\beta B^{T} B$. Note that the conditions $r \geq \beta\left\|A^{T} A\right\|_{2}>0$ and $s \geq \beta\left\|B^{T} B\right\|_{2}>0$ ensure the full column rank property of $\left[A^{T} S^{T}\right]^{T}$ and $\left[B^{T} T^{T}\right]^{T}$. Therefore, this corollary follows immediately from Theorem 3.1.

### 3.4 ADM for the matrix norm approximation problem

In this section, we employ the ADM to solve the matrix norm approximation problem. Note that problem (1.1) can be expressed in the following equivalent form:

$$
\begin{array}{ll}
\min & \|X\|_{2} \\
\text { s.t. } & \mathcal{A}^{*} y+X=A_{0},  \tag{3.31}\\
& B y-b=z, \quad z \in \mathcal{Q} .
\end{array}
$$

The augmented Lagrangian function associated with (3.31) is given by

$$
\begin{align*}
\mathcal{L}_{\beta}(y, X, z ; Z, w): & \|X\|_{2}-\left\langle Z, \mathcal{A}^{*} y+X-A_{0}\right\rangle-\langle w, B y-b-z\rangle \\
& +\frac{\beta}{2}\left\|\mathcal{A}^{*} y+X-A_{0}\right\|_{F}^{2}+\frac{\beta}{2}\|B y-b-z\|^{2}, \tag{3.32}
\end{align*}
$$

where $Z$ and $w$ are Lagrangian multipliers, and $\beta>0$ is the penalty parameter. Given $X^{0}, Z^{0} \in \Re^{m \times n}, z^{0}, w^{0} \in \Re^{n_{1}+n_{2}}$, and $\beta_{0}>0$, the ADM for problem (3.31) at $k$-th
iteration can be described as follows:

$$
\left\{\begin{aligned}
y^{k+1} & =\arg \min \left\{\mathcal{L}_{\beta_{k}}\left(y, X^{k}, z^{k} ; Z^{k}, w^{k}\right) \mid y \in \Re^{p}\right\} \\
\left(X^{k+1}, z^{k+1}\right) & =\arg \min \left\{\mathcal{L}_{\beta_{k}}\left(y^{k+1}, X, z ; Z^{k}, w^{k}\right) \mid(X, z) \in \Re^{m \times n} \times \mathcal{Q}\right\} \\
Z^{k+1} & =Z^{k}-\varrho \beta_{k}\left(\mathcal{A}^{*} y^{k+1}+X^{k+1}-A_{0}\right) \\
w^{k+1} & =w^{k}-\varrho \beta_{k}\left(B y^{k+1}-b-z^{k+1}\right) \\
\beta_{k+1} & =r \beta_{k}, r \geq 1
\end{aligned}\right.
$$

where $\varrho \in\left(0, \frac{1+\sqrt{5}}{2}\right)$. It is easy to see that the minimizer $y^{k+1}$ is the solution of the following linear system of equations:

$$
\begin{equation*}
\left(\mathcal{A} \mathcal{A}^{*}+B^{T} B\right) y^{k+1}=\mathcal{A}\left(A_{0}-X^{k}+Z^{k} / \beta_{k}\right)+B^{T}\left(b+z^{k}+w^{k} / \beta_{k}\right) \tag{3.33}
\end{equation*}
$$

Since $\mathcal{L}_{\beta_{k}}\left(y^{k+1}, X, z ; Z^{k}, w^{k}\right)$ is separable in $X$ and $z$, simple algebraic manipulations then give

$$
\begin{aligned}
X^{k+1} & =A_{0}-\mathcal{A}^{*} y^{k+1}+Z^{k} / \beta_{k}-\Pi_{\mathcal{B}_{\beta}}\left(A_{0}-\mathcal{A}^{*} y^{k+1}+Z^{k} / \beta_{k}\right) \\
z^{k+1} & =\Pi_{\mathcal{Q}}\left(B y^{k}-b-w^{k} / \beta_{k}\right)
\end{aligned}
$$

As analyzed in the previous chapter, $X^{k+1}$ can be computed analytically. Moreover, $z^{k+1}$ is just a simple projection over $\mathcal{Q}$. Specifically, for any given $x \in \Re^{n_{1}+n_{2}}$,

$$
\left(\Pi_{\mathcal{Q}}(x)\right)_{i}= \begin{cases}0 & \text { if } 1 \leq i \leq n_{1} \\ \max \left(0, x_{i}\right) & \text { if } n_{1}+1 \leq i \leq n_{1}+n_{2}\end{cases}
$$

Remark 3.2. In the implementation of ADM, the subproblem (3.33) is solved by a direct solver using the Cholesky decomposition where the number of matrices $p$ is small or medium. For larger $p$, we employ the conjugate gradient method with a diagonal preconditioner to obtain an approximate solution of (3.33). In addition, one can completely avoid solving the linear system by using a linearized technique in the ADM. Thus, $y^{k+1}$ is given by

$$
\begin{gather*}
y^{k+1}:=\arg \min _{y}\left\{-\left\langle\mathcal{A}^{*} \xi_{1}^{k}+B \xi_{2}^{k}, y\right\rangle+\beta\left\langle\mathcal{A}\left(\mathcal{A}^{*} y^{k}+X^{k+1}-A_{0}\right), y-y^{k}\right\rangle+\frac{r}{2}\left\|y-y^{k}\right\|^{2}\right. \\
\left.+\beta\left\langle B^{T}\left(B y^{k}-b-z^{k+1}\right), y-y^{k}\right\rangle+\frac{s}{2}\left\|y-y^{k}\right\|^{2}\right\} \tag{3.34}
\end{gather*}
$$

Direct calculation yields the closed form $y^{k+1}$ satisfying
$y^{k+1}=y^{k}+\frac{1}{r+s}\left[\mathcal{A}^{*} \xi_{1}^{k}+B \xi_{2}^{k}-\beta \mathcal{A}\left(\mathcal{A}^{*} y^{k}+X^{k+1}-A_{0}\right)-\beta B^{T}\left(B y^{k}-b-z^{k+1}\right)\right]$,
where $r \geq \beta\left\|\mathcal{A} \mathcal{A}^{*}\right\|_{2}>0$ and $s \geq \beta\left\|B^{T} B\right\|_{2}>0$ guarantee the convergence.

Remark 3.3. Some more general ADM-based methods in the literature can be easily extended to solve (1.1). For example, the ADM-based descent method developed in [91] and the ADM based customized PPA [11]. We here omit details of these general ADM type methods for succinctness.

## Chapter 4

## A semismooth Newton-CG dual proximal point algorithm

### 4.1 A dual proximal point algorithm framework

In this section, we shall introduce the framework of the inexact dual PPA for solving the MNA problem and establish its global and local convergence.

### 4.1.1 Proximal point algorithm

Let $H$ be a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$. A multifunction $T: H \rightarrow$ $H$ is a monotone operator if

$$
\left\langle z-z^{\prime}, w-w^{\prime}\right\rangle \geq 0, \quad \text { whenever } w \in T(z), w^{\prime} \in T\left(z^{\prime}\right)
$$

It is said to be maximal monotone if, in addition, the graph

$$
G(T)=\{(z, w) \in H \times H \mid w \in T(z)\}
$$

is not strictly contained in the graph of any other monotone operator $T^{\prime}: H \rightarrow H$. In various fields of applied mathematics, many problems can be equivalently formulated as a maximal monotone inclusion problem, that is, given a, possibly multi-valued, maximal monotone operator $\mathcal{T}: \mathcal{H} \rightarrow \mathcal{H}$, it is to find a $x \in \mathcal{X}$ such that

$$
0 \in \mathcal{T}(x)
$$

For example, let $f: H \rightarrow(-\infty, \infty]$ be a proper lower semicontinuous convex functions. Then $T=\partial f(\cdot)$ is a maximal operator (see) and $0 \in T(z)$ means $f(z)=$ $\min f(x)$.

The proximal point method, initiated by [58] and later investigated extensively by [72, 73]. The PPA [73] applied to the maximal monotone inclusion problem takes the following scheme

$$
x^{k+1} \approx p_{\lambda_{k}}\left(x^{k}\right):=\left(I+\lambda_{k} \mathcal{T}\right)^{-1}\left(x^{k}\right),
$$

where $\lambda_{k}>0$ is bounded away from zero. In [73], Rockafellar suggested computing $x^{k+1}$ only approximately to satisfy the following accuracy criteria:

$$
\begin{gather*}
\left\|x^{k+1}-p_{\lambda_{k}}\left(x^{k}\right)\right\| \leq \varepsilon_{k}, \quad \varepsilon_{k}>0, \sum_{k=1}^{\infty} \varepsilon_{k}<\infty,  \tag{4.1}\\
\left\|x^{k+1}-p_{\lambda_{k}}\left(x^{k}\right)\right\| \leq \delta_{k}\left\|x^{k+1}-x^{k}\right\|, \quad \delta_{k}>0, \sum_{k=1}^{\infty} \delta_{k}<\infty . \tag{4.2}
\end{gather*}
$$

In that paper, he also showed that the sequence generated above converges (in the weak topology) to a zero point of $\mathcal{T}$, if it exists. Moreover, if $\lambda_{k} \uparrow \lambda_{\infty} \leq \infty$ and $\mathcal{T}^{-1}$ is Lipschitz continuous at 0 , then condition (4.2) ensures that the local convergence is linear and the rate is approximately proportional to $1 / \lambda_{\infty}$. If in addition $\lambda_{\infty}=\infty$, then the convergence becomes superlinear. A problem of particular importance is the convex minimization min $f(x)$ where $f$ is assumed to be proper, lower semicontinuous and convex. In this case, the above inexact PPA reduces to

$$
\begin{equation*}
x_{k+1} \approx \arg \min f(x)+\frac{1}{2}\left\|x-x^{k}\right\|^{2} . \tag{4.3}
\end{equation*}
$$

The attractive feature of this approach is that the objective function in (4.3) is strongly, which motivates us to apply an indirect method for solving (4.3) based on the duality theory for convex programming.

Possibly due to its versatility and effectiveness, the proximal point algorithm receives continuous attention from numerous researchers and is well accepted as a powerful tool for solving various classes of optimization problems, see, e.g.[37, 56, 72, 84, 95]. In this section, we consider the dual proximal point algorithm, i.e., applying the idea to the maximal monotone operator associated with the dual problem. By rewriting (1.1) as

$$
\begin{equation*}
\min \left\{\|X\|_{2} \mid \mathcal{A}^{*} y+X=A_{0}, B y-b \in \mathcal{Q}\right\} \tag{4.4}
\end{equation*}
$$

we can easily derive the following explicit form of its dual

$$
\begin{array}{ll}
\min & -\left\langle A_{0}, Z\right\rangle-\langle b, w\rangle \\
\text { s.t. } & \mathcal{A} Z+B^{T} w=0  \tag{4.5}\\
& \|Z\|_{*} \leq 1, w \in \mathcal{Q}^{*}
\end{array}
$$

where $\|\cdot\|_{*}$ denotes the nuclear norm of a matrix which is defined as the sum of its singular values and $\mathcal{Q}^{*}$ is the dual cone of $\mathcal{Q}$. For the convergence analysis later, we
assume that the Slater condition for (4.5) holds, i.e., there exists $(Z, w) \in \Re^{m \times n} \times$ $\Re^{n_{1}+n_{2}}$ such that

$$
\left\{\begin{array}{l}
\|Z\|_{*}<1  \tag{4.6}\\
w_{i}>0, i=n_{1}+1, \ldots, n_{1}+n_{2} \\
\mathcal{A} Z+B^{T} w=0
\end{array}\right.
$$

Write

$$
\begin{aligned}
& \mathcal{T}_{l}(X, y)=-\binom{\partial\|X\|_{2}}{0}+\partial \chi_{\mathcal{F}_{1}}(X, y), \quad \forall X \in \Re^{m \times n}, y \in \Re^{p}, \\
& \mathcal{T}_{g}(Z, w)=-\binom{A_{0}}{b}+\partial \chi_{\mathcal{F}_{2}}(Z, w), \quad \forall Z \in \Re^{m \times n}, w \in \Re^{n_{1}+n_{2}},
\end{aligned}
$$

and

$$
p_{\lambda}(Z, w)=\left(I+\lambda \mathcal{T}_{g}\right)^{-1}(Z, w)
$$

where $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are the feasible sets of (4.4) and (4.5) respectively.
For any given $Z^{k} \in \Re^{m \times n}, w^{k} \in \Re^{n_{1}+n_{2}}$ and $\lambda_{k}>0$, it is easy to see that $p_{\lambda_{k}}\left(Z^{k}, w^{k}\right)$ is the unique solution of the following minimization problem

$$
\begin{align*}
\min & -\left\langle A_{0}, Z\right\rangle-\langle b, w\rangle+\frac{1}{2 \lambda_{k}}\left\|Z-Z^{k}\right\|^{2}+\frac{1}{2 \lambda_{k}}\left\|w-w^{k}\right\|^{2} \\
\text { s.t. } & \mathcal{A} Z+B^{T} w=0  \tag{4.7}\\
& \|Z\|_{*} \leq 1, \quad w \in \mathcal{Q}^{*}
\end{align*}
$$

By attaching a lagrangian $y$ to the equality constraint, the dual of (4.7) is of the following form

$$
\begin{align*}
\max _{y \in \Re^{p}} & \left\{-\left\langle A_{0}, Z\right\rangle-\langle b, w\rangle+\frac{1}{2 \lambda_{k}}\left\|Z-Z^{k}\right\|^{2}+\frac{1}{2 \lambda_{k}}\left\|w-w^{k}\right\|^{2}\right.  \tag{4.8}\\
& \left.-\left\langle y, \mathcal{A} Z+B^{T} w\right\rangle \mid\|Z\|_{*} \leq 1, w \in \mathcal{Q}^{*}\right\} .
\end{align*}
$$

Simple calculation shows that the dual of (4.7) can be further expressed as

$$
\begin{align*}
\max _{y \in \mathcal{R}^{p}} \theta_{k}(y):= & \frac{1}{2 \lambda_{k}}\left\|\Pi_{\mathcal{B}}\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right)-\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right)\right\|^{2} \\
& +\frac{1}{2 \lambda_{k}}\left(\left\|Z^{k}\right\|^{2}-\left\|Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right\|^{2}\right)  \tag{4.9}\\
& +\frac{1}{2 \lambda_{k}}\left(\left\|w^{k}\right\|^{2}-\left\|\Pi_{\mathcal{Q}^{*}}\left[w^{k}-\lambda_{k}(B y-b)\right]\right\|^{2}\right) .
\end{align*}
$$

Clearly, the Slater condition (4.6) asserts that the optimal solution set of (4.9) is nonempty. Let $y^{k+1}$ be a minimizer of (4.9). Then from the relationship between the primal and dual variables, we have

$$
p_{\lambda_{k}}\left(Z^{k}, w^{k}\right)=\left[\begin{array}{l}
\Pi_{\mathcal{B}}\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y^{k+1}-A_{0}\right)\right)  \tag{4.10}\\
\Pi_{\mathcal{Q}^{*}}\left(w^{k}-\lambda_{k}\left(B y^{k+1}-b\right)\right)
\end{array}\right] .
$$

Therefore, to implement the proximal point algorithm, one need to solve (4.9) and then update the variable $(Z, w)$ by

$$
\left(Z^{k+1}, w^{k+1}\right) \approx p_{\lambda_{k}}\left(Z^{k}, w^{k}\right)
$$

In view of (4.10), we are able to present the inexact dual PPA framework:

Algorithm 4.1 (An inexact dual PPA framework) Given $\left(Z^{0}, w^{0}, y^{0}\right)$ and $\lambda_{0}>0$, at the $k$-th iteration, do the following steps:

Step 1. For fixed $Z^{k}, w^{k}$ and $y^{k}$, compute an approximate maximizer

$$
y^{k+1} \approx \underset{y \in \Re^{p}}{\arg \max } \theta_{k}(y),
$$

where $\theta_{k}$ is defined in (4.9).
Step 2. Update the variables $Z^{k+1}, X^{k+1}$ and $w^{k+1}$ via

$$
\begin{aligned}
Z^{k+1} & =\Pi_{\mathcal{B}_{\frac{1}{\lambda^{k}}}}\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y^{k+1}-A_{0}\right)\right), \\
w^{k+1} & =\Pi_{\mathcal{Q}^{*}}\left(w^{k}-\lambda_{k}\left(B y^{k+1}-b\right)\right) \\
X^{k+1} & =\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y^{k+1}-A_{0}\right)-Z^{k+1}\right) / \lambda_{k}
\end{aligned}
$$

Step 3. If $\max \left\{\left\|A_{0}-\mathcal{A}^{*} y^{k+1}-X^{k+1}\right\|_{F},\left\|\Pi_{\mathcal{Q}^{*}}\left(b-B y^{k+1}\right)\right\|\right\} \leq \varepsilon$, stop; else, update $\lambda_{k}$ to $\lambda_{k+1}$, end.

### 4.1.2 Convergence analysis

In Step 1 of the dual PPA, we use the following stopping criteria:

$$
\begin{gather*}
\max \theta_{k}(y)-\theta_{k}\left(y^{k+1}\right) \leq \frac{\varepsilon_{k}^{2}}{2 \lambda_{k}}, \quad \varepsilon_{k}>0, \sum_{k=1}^{\infty} \varepsilon_{k}<\infty  \tag{4.11}\\
\max \theta_{k}(y)-\theta_{k}\left(y^{k+1}\right) \leq \frac{\delta_{k}^{2}}{2 \lambda_{k}}\left(\left\|Z^{k+1}-Z^{k}\right\|^{2}+\left\|w^{k+1}-w^{k}\right\|^{2}\right), \delta_{k}>0, \sum_{k=1}^{\infty} \delta_{k}<\infty  \tag{4.12}\\
\left\|\nabla_{y} \theta_{k}\left(y^{k+1}\right)\right\| \leq \frac{\delta_{k}^{\prime}}{\lambda_{k}}\left\|\binom{Z^{k+1}-Z^{k}}{w^{k+1}-w^{k}}\right\|, 0 \leq \delta_{k}^{\prime} \rightarrow 0 \tag{4.13}
\end{gather*}
$$

to terminate our proposed dual PPA. For the constrained minimization (4.4), the augmented Lagrangian is

$$
\begin{align*}
L_{\beta}(X, y, Z, w, \lambda)= & \min _{z \in \Re_{+}^{p}}\left\{\|X\|_{2}+\frac{\lambda}{2}\left\|\mathcal{A}^{*} y+X-A_{0}-\frac{Z}{\lambda}\right\|_{F}^{2}\right. \\
& \left.+\frac{\lambda}{2}\left\|B y-b-z-\frac{w^{k}}{\lambda}\right\|-\frac{\left\|w^{k}\right\|^{2}}{\lambda}\right\},  \tag{4.14}\\
= & \|X\|_{2}+\frac{\lambda}{2}\left\|\mathcal{A}^{*} y+X-A_{0}-\frac{Z}{\lambda}\right\|_{F}^{2} \\
& +\frac{1}{2 \lambda}\left\|\Pi_{\Re_{+}^{n}}(w-\lambda(B y-b))\right\|^{2}-\frac{\left\|w^{k}\right\|^{2}}{\lambda} .
\end{align*}
$$

For $k=1,2, \ldots$, let $\phi_{k}(X, y)=L_{\beta}\left(X, y, Z^{k}, w^{k}, \lambda^{k}\right)$. By the construction of $X^{k}$ at each $k$, we know

$$
\begin{equation*}
X^{k}=\arg \min _{X} \phi_{k}\left(X, y^{k}\right) \tag{4.15}
\end{equation*}
$$

and

$$
\theta_{k}\left(y^{k+1}\right)=-\phi_{k}\left(X^{k+1}, y^{k+1}\right)
$$

Combining [72, Theorem 4-5] with the above preparation, we present below two results on the global and local convergence of the dual PPA.

Theorem 4.1 (Global Convergence). Let the inexact PPA be executed with stopping criterion (4.11). Suppose that the primal problem (4.4) satisfies the Slater condition. Then the sequence $\left\{\left(Z^{k+1}, w^{k+1}\right)\right\} \subset \mathcal{B} \times \mathcal{Q}^{*}$ generated by the inexact PPA is bounded and it converges to an optimal solution of (4.5). Moreover, the sequence $\left\{y^{k}\right\}$ is also bounded and any of its accumulation point is an optimal solution of (1.1).

Proof. Observing from the definition $\theta_{k}(y)$ and $\phi(X, y)$, we obtain by direct computation that

$$
\min _{X, y} \phi_{k}(X, y)=-\max _{y} \theta_{k}(y)
$$

Therefore, the stopping criterion (4.11) can be written as

$$
\phi_{k}\left(X^{k+1}, y^{k+1}\right)-\min _{X, y} \phi_{k}(X, y) \leq \frac{\varepsilon_{k}^{2}}{2 \lambda_{k}}, \varepsilon_{k}>0, \sum_{k=1}^{\infty} \varepsilon_{k}<\infty
$$

which is the criterion ( $A^{\prime \prime}$ ) in [72]. Then by directly invoking [72, Theorem 4], we can complete the proof of this theorem.

Theorem 4.2 (Local Convergence). Let the dual PPA be executed with stopping criteria (4.11) and (4.12). Suppose that the Slater condition holds for (4.4). If $\mathcal{T}_{g}{ }^{-1}$ is Lipschitz continuous at the origin with the modulus $a_{g}$, then $\left\{\left(Z^{k+1}, w^{k+1}\right)\right\}$ converges to an optimal solution $(\bar{Z}, \bar{w})$ of (4.5), and

$$
\begin{equation*}
\left\|\binom{Z^{k+1}-\bar{Z}}{w^{k+1}-\bar{w}}\right\| \leq \nu_{k}\left\|\binom{Z^{k}-\bar{Z}}{w^{k}-\bar{w}}\right\|, \quad \text { for all } k \text { sufficiently large } \tag{4.16}
\end{equation*}
$$

where $\nu_{k}=\left[a_{g}\left(a_{g}+\lambda_{k}^{2}\right)^{-1 / 2}+\delta_{k}\right]\left(1-\delta_{k}\right)^{-1} \rightarrow a_{g}\left(a_{g}^{2}+\lambda_{\infty}^{2}\right)^{-1 / 2}<1$. Moreover, the conclusion about $\left\{y^{k}\right\}$ in Theorem 4.1 is valid.

If in addition to (4.12) and the condition on $\mathcal{T}_{g}^{-1}$, one also has (4.13) and that $\mathcal{T}_{l}{ }^{-1}$ is Lipschitz continuous at the origin with modulus $a_{l}\left(\geq a_{g}\right)$, then $\left\{y^{k+1}\right\}$ converges to the unique optimal solution $\bar{y}$ of (1.1), and

$$
\left\|\binom{X^{k+1}-\bar{X}}{y^{k+1}-\bar{y}}\right\| \leq \nu_{k}^{\prime}\left\|\binom{Z^{k+1}-Z^{k}}{w^{k+1}-w^{k}}\right\|, \quad \text { for all } k \text { sufficiently large }
$$

where $\bar{X}=A_{0}-\mathcal{A}^{*} \bar{y}$, and $\nu_{k}^{\prime}=a_{l}\left(1+\delta_{k}^{\prime}\right) / \lambda_{k} \rightarrow a_{l} / \lambda_{\infty}$.
Proof. Since

$$
\partial_{(X, y)} \phi_{k}\left(X^{k+1}, y^{k+1}\right)=\left[\begin{array}{c}
\partial_{X} \phi_{k}\left(X^{k+1, y^{k+1}}\right) \\
\nabla_{y} \phi_{k}\left(X^{k+1, y^{k+1}}\right)
\end{array}\right]
$$

by using the first order optimality condition of (4.15), we deduce that

$$
\operatorname{dist}\left(0, \partial_{(X, y)} \phi_{k}\left(X^{k+1}, y^{k+1}\right)\right)=\left\|\nabla_{y} \phi_{k}\left(X^{k+1}, y^{k+1}\right)\right\|
$$

It can be established by direct computation that

$$
\nabla_{y} \phi_{k}\left(X^{k+1}, y^{k+1}\right)=-\nabla_{y} \theta\left(y^{k+1}\right)
$$

and therefore the criterion (4.13) is equivalent to

$$
\operatorname{dist}\left(0, \partial_{(X, y)} \phi_{k}\left(X^{k+1, y^{k+1}}\right)\right) \leq \frac{\delta_{k}^{\prime}}{\lambda_{k}}\left\|\binom{Z^{k+1}-Z^{k}}{w^{k+1}-w^{k}}\right\|, 0 \leq \delta_{k}^{\prime} \rightarrow 0
$$

Note that

$$
\min _{X, y} \phi_{k}(X, y)=-\max _{y} \theta_{k}(y) .
$$

and

$$
\theta_{k}\left(y^{k+1}\right)=-\phi_{k}\left(X^{k+1}, y^{k+1}\right)
$$

Then [72, Theorem 5] is applicable to the inexact proximal point algorithm and this claim follows immediately.

Remark 4.1. In practical implementation, a proximal term $-\frac{1}{2 \beta_{k}}\left\|y-y^{k}\right\|^{2}$ can be added to the dual objective function $\theta_{k}$. This corresponds to the proximal method of multiplier considered in [72, Section 5] whose convergence analysis can be conducted in a parallel way for algorithm 4.1. Let $\hat{\theta}_{k}(y)$ be the resulted new dual objetive function, i.e.,

$$
\hat{\theta}_{k}(y)=\theta_{k}(y)-\frac{1}{2 \beta_{k}}\left\|y-y^{k}\right\|^{2}
$$

By the strong convexity of the new objective function, it holds that:

$$
\sup \hat{\theta}_{k}(y)-\hat{\theta}_{k}\left(y^{k+1}\right) \leq \frac{1}{2 \beta}\left\|\nabla \hat{\theta}_{k}\left(y^{k+1}\right)\right\|^{2} .
$$

Therefore, the stopping criterias (4.11) and (4.12) can be modified into the following practical conditions respectively:

$$
\begin{gathered}
\left\|\nabla \hat{\theta}_{k}\left(y^{k+1}\right)\right\| \leq \varepsilon_{k}, \epsilon_{k} \geq 0, \sum_{k=0}^{\infty} \epsilon_{k}<\infty \\
\left\|\nabla \hat{\theta}_{k}\left(y^{k+1}\right)\right\| \leq \delta_{k} \sqrt{\left\|Z^{k+1}-Z^{k}\right\|^{2}+\left\|w^{k+1}-w^{k}\right\|^{2}}, \delta_{k}>0, \sum_{k=1}^{\infty} \delta_{k}<\infty .
\end{gathered}
$$

### 4.2 A semismooth Newton-CG method for the inner problem

In this section, we will apply the well-known inexact semismooth Newton method to approximately solve the unconstrained subproblem (4.9). Using Proposition 2.5 (ii), we know that the first order optimality condition for (4.9) is given by

$$
0=\nabla \theta_{k}(y):=\mathcal{A} \Pi_{\mathcal{B}}\left[Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right]+B^{T} \Pi_{\mathcal{Q}^{*}}\left[w^{k}-\lambda_{k}(B y-b)\right]
$$

Since $\Pi_{\mathcal{B}}(\cdot)$ and $\Pi_{\mathcal{Q}^{*}}(\cdot)$ are Lipschitz continuous, $\nabla \theta_{k}(\cdot)$ is also Lipschitz continuous. Hence the Clarke's generalized Jacobian of $\nabla \theta_{k}$ (which is the generalized Hessian of $\theta_{k}$ and we denote it by $\partial^{2} \theta_{k}$ ) is well defined. Since it is difficult to derive the exact
characterization of $\partial^{2} \theta_{k}$, we will slightly modify the classical semismooth Newton method by selecting elements in a larger differentiable set $\hat{\partial}^{2} \theta_{k}$ instead of $\partial^{2} \theta_{k}$, where $\hat{\partial}^{2} \theta_{k}$ is a set-valued mapping defined by

$$
\hat{\partial}^{2} \theta_{k}(y):=-\lambda_{k}\left[\mathcal{A} \partial \Pi_{\mathcal{B}}\left(Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right) \mathcal{A}^{*}+B^{T} \partial \Pi_{\mathcal{Q}^{*}}\left(w^{k}-\lambda_{k}(B y-b)\right) B\right], \forall y \in \Re^{p}
$$

due to the fact [16, p.75]

$$
\partial^{2} \theta_{k}(y) H \subseteq \hat{\partial^{2}} \theta_{k}(y) H
$$

for any $H \in \Re^{m \times n}$.

### 4.2.1 Characterization of $\hat{\partial}^{2} \theta_{k}$

To obtain the explicit expression of $\hat{\partial}^{2} \theta_{k}$, it suffices to characterize $\partial \Pi_{\mathcal{B}}(\cdot)$ and $\partial \Pi_{\mathcal{Q}^{*}}(\cdot)$. For a given $Y \in \Re^{m \times n}$, suppose that it has the following SVD:

$$
Y=U[\operatorname{diag}(\sigma) 0] V^{T}
$$

where $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)^{T}$ with $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0=\sigma_{r+1}=\ldots=\sigma_{m}$.
Let $\left\{Y^{i}\right\}_{i \geq 1}$ be a sequence converging to $Y$ such that every element $Y^{i} \in \mathcal{E}^{0}$, where $\mathcal{E}^{0}$ is defined by

$$
\mathcal{E}^{0}:=\left\{Y \in \mathcal{D}_{\Pi_{\mathcal{B}}} \mid \sigma_{1}(Y)>\sigma_{2}(Y)>\ldots>\sigma_{m}(Y)>0\right\}
$$

where $\mathcal{D}_{\Pi_{\mathcal{B}}}$ is the collection of the points at which $\Pi_{\mathcal{B}}(\cdot)$ is differentiable. This implies $\left\|Y^{i}\right\|_{*} \neq 1$ for each $i \geq 1$. Indeed, the expression (2.17) clearly shows that $\Pi_{\mathbb{B}}(\cdot)$ is non-differentiable at any $x \in \Re^{m}$ with $\|x\|_{1}=1$. Then, by Proposition 2.4 (i), we know that $\Pi_{\mathcal{B}}(\cdot)$ is also non-differentiable at any point $Z \in \Re^{m \times n}$ satisfying $\|Z\|_{*}=1$. Let

$$
\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(Y):=\left\{\lim _{\mathcal{E}^{0} \ni Y^{j} \rightarrow Y} \Pi_{\mathcal{B}}^{\prime}\left(Y^{j}\right)\right\} .
$$

Let the SVD of $Y^{j}$ be $Y^{i}=U^{i}\left[\operatorname{diag}\left(\sigma^{i}\right), 0\right]\left(V^{i}\right)^{T}$. We consider 3 cases.
Case 1: $\|Y\|_{*}<1$.
In this case, $\Pi_{\mathcal{B}}$ is continuously differentiable at $Y$ and its generalized Jacobian is a singleton set consisting of the identity operator $\mathcal{I}$ from $\Re^{m \times n}$ to $\Re^{m \times n}$.

Case 2: $\|Y\|_{*}=1$.
In this case, a quick computation yields that $k_{1}(\sigma)=r$ and $k_{2}(\sigma)=m$.

Since $Y$ can be approximated by a sequence in the interior of $\mathcal{B}$, it follows that the identity operator is always an element of $\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(Y)$. To obtain other elements, we consider the case in which $\left\{Y^{i}\right\}$ has an infinite subsequence outside $\mathcal{B}$. Without loss of generality, we assume that $\left\|Y^{i}\right\|_{*}>1$ for all $i$. By passing through a subsequence if necessary, we know that there exists a positive integer $N \in[r, m]$ such that $N=k_{1}\left(\sigma^{i}\right)$ for each $i$. Therefore, one has

$$
\left(\Pi_{\mathbb{B}}\left(\sigma^{i}\right)\right)_{k}= \begin{cases}\sigma_{k}^{i}-\frac{1}{N}\left(\sum_{j=1}^{N} \sigma_{j}^{i}-1\right), & 1 \leq k \leq N \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\Pi_{\mathbb{B}}^{\prime}\left(\sigma^{i}\right)=\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right]-\frac{1}{N}\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & 0 \\
0 & 0
\end{array}\right] .
$$

where $I_{N}$ and $\mathbf{1}_{N \times N}$ are the $N \times N$ identity matrix and the $m \times n$ matrix respectively. For notational simplicity, we write $\Pi_{\mathbb{B}}\left(\sigma^{i}\right)$ as

$$
\Pi_{\mathbb{B}}\left(\sigma^{i}\right)=: g^{i}\left(\sigma^{i}\right)=\left(g_{1}^{i}\left(\sigma^{i}\right), \ldots, g_{N}^{i}\left(\sigma^{i}\right), 0, \ldots, 0\right)^{T}
$$

and define the following four index sets

$$
\begin{array}{cl}
\alpha_{1}:=\{1,2, \ldots, r\}, & \alpha_{2}:=\{r+1, r+2, \ldots, N\},  \tag{4.17}\\
\alpha_{3}:=\{N+1, N+2, \ldots, m\}, & \alpha_{4}:=\{m+1, m+2, \ldots, n\} .
\end{array}
$$

Let $\Omega^{i}$ and $\Gamma^{i}$ be the following $m \times m$ symmetric matrices

$$
\begin{gather*}
\Omega^{i}=\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & \Omega_{\alpha_{1} \alpha_{3}}^{i} \\
\left(\Omega_{\alpha_{1} \alpha_{3}}^{i}\right)^{T} & \left(\Omega_{\alpha_{2} \alpha_{3}}^{i}\right)^{T} \\
\Omega_{\alpha_{2} \alpha_{3}}
\end{array}\right],  \tag{4.18}\\
\Gamma^{i}=\left[\begin{array}{ccc}
\Gamma_{\alpha_{1} \alpha_{1}}^{i} & \Gamma_{\alpha_{1} \alpha_{2}}^{i} & \Gamma_{\alpha_{1} \alpha_{3}}^{i} \\
\left(\Gamma_{\alpha_{1} \alpha_{2}}^{i}\right)^{T} & \Gamma_{\alpha_{2} \alpha_{2}}^{i} & \Gamma_{\alpha_{2} \alpha_{3}}^{i} \\
\left(\Gamma_{\alpha_{1} \alpha_{3}}^{i}\right)^{T} & \left(\Gamma_{\alpha_{2} \alpha_{3}}^{i}\right)^{T} & 0
\end{array}\right], \tag{4.19}
\end{gather*}
$$

where

$$
\begin{array}{ll}
\left(\Omega_{\alpha_{1} \alpha_{3}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{2}-\sigma_{j+N}^{i}}, & \text { for } k \in \alpha_{1}, j \in \alpha_{3}-N, \\
\left(\Omega_{\alpha_{2} \alpha_{3}}^{i}\right)_{k j}=\frac{g_{k+r}^{i}}{\sigma_{k+r}^{i}+\sigma_{j+N}^{i}}, & \text { for } k \in \alpha_{2}-r, j \in \alpha_{3}-N, \\
\left(\Gamma_{\alpha_{1} \alpha_{1}}^{i}\right)_{k j}=\frac{g_{k}^{i}+g_{k}^{j}}{\sigma_{k}^{i}+\sigma_{j}^{i}}, & \text { for } k \in \alpha_{1}, j \in \alpha_{1}, \\
\left(\Gamma_{\alpha_{1} \alpha_{2}}^{i}\right)_{k j}=\frac{g_{k}^{i}+g_{j+r}^{i}}{\sigma_{k}^{i}+\sigma_{j+r}^{i}}, & \text { for } k \in \alpha_{1}, j \in \alpha_{2}-r, \\
\left(\Gamma_{\alpha_{1} \alpha_{3}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}+\sigma_{j+N}^{i}}, & \text { for } k \in \alpha_{1}, j \in \alpha_{3}-N, \\
\left(\Gamma_{\alpha_{2} \alpha_{2}}^{i}\right)_{k j}=\frac{g_{k+r}^{i}+g_{j+r}^{i}}{\sigma_{k+r}^{i}+\sigma_{j+r}^{i}}, & \text { for } k \in \alpha_{2}-r, j \in \alpha_{2}-r \\
\left(\Gamma_{\alpha_{2} \alpha_{3}}^{i}\right)_{k j}=\frac{g_{k+r}^{i}}{\sigma_{k+r}^{i}+\sigma_{j+N}^{i}}, & \text { for } k \in \alpha_{2}-r, j \in \alpha_{3}-N
\end{array}
$$

To simplify notation, we also write

$$
\Upsilon^{i}=\left[\begin{array}{c}
\Upsilon_{\alpha_{1}}^{i} \\
\Upsilon_{\alpha_{2}}^{i}
\end{array}\right], \quad \text { with } \Upsilon_{k}^{i}:=\frac{g_{k}^{i}}{\sigma_{k}^{i}}, k=1,2, \ldots, N
$$

Now from Proposition 2.4, we know that for any given $H \in \Re^{m \times n}$,

$$
\Pi_{\mathcal{B}}^{\prime}\left(Y^{i}\right) H=U^{i}\left[\begin{array}{ll}
W_{1}^{i} & W_{2}^{i} \tag{4.20}
\end{array}\right]\left(V^{i}\right)^{T}
$$

where the matrices $W_{1}^{i} \in \Re^{m \times m}$ and $W_{2}^{i} \in \Re^{m \times(n-m)}$ are defined by

$$
W_{1}^{i}=\Omega^{i} \circ S\left(\widetilde{H}_{1}^{i}\right)+\Gamma^{i} \circ T\left(\widetilde{H}_{1}^{i}\right)-\frac{\operatorname{Tr}\left(\widetilde{H}_{11}^{i}\right)}{N}\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right],
$$

and

$$
W_{2}^{i}=\left[\begin{array}{c}
\Upsilon^{i} \mathbf{1}_{n-m}^{T} \\
0
\end{array}\right] \circ \widetilde{H}_{2}^{i}
$$

with $\widetilde{H}_{1}^{i} \in \Re^{m \times m}, \widetilde{H}_{2}^{i} \in \Re^{m \times(n-m)},\left[\widetilde{H}_{1}^{i} \widetilde{H}_{2}^{i}\right]=\left(U^{i}\right)^{T} H V^{i}$ and $\widetilde{H}_{11}^{i}$ being the matrix extracted from the first $N$ columns and rows of $\widetilde{H}_{1}^{i}$. By simple algebraic computation, we are able to show

$$
\begin{aligned}
& \lim _{i \rightarrow \infty} \Omega_{\alpha_{1} \alpha_{3}}^{i}=\mathbf{1}_{r \times(m-N)}, \\
& \lim _{i \rightarrow \infty} \Gamma_{\alpha_{1} \alpha_{1}}^{i}=\mathbf{1}_{r \times r}, \\
& \lim _{i \rightarrow \infty} \Gamma_{\alpha_{1} \alpha_{2}}^{i}=\mathbf{1}_{r \times(N-r)}, \\
& \lim _{i \rightarrow \infty} \Omega_{\alpha_{1} \alpha_{3}}^{i}=\mathbf{1}_{N \times(m-N)}, \\
& \lim _{i \rightarrow \infty} \Upsilon_{\alpha_{1}}^{i}=\mathbf{1}_{r} .
\end{aligned}
$$

Let $\mathcal{S}_{N}$ be the set of cluster points of $\left\{\left(\Omega_{\alpha_{2} \alpha_{3}}^{i}, \Gamma_{\alpha_{2} \alpha_{2}}^{i}, \Gamma_{\alpha_{2} \alpha_{3}}^{i}, \Upsilon_{\alpha_{2}}^{i}\right)\right\}_{i \geq 1}$. By taking limits on both sides of (4.20), we are able to establish the conclusion that $\mathcal{V}(\neq \mathcal{I})$ is an element of $\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(Y)$ if and only if there exist an integer $N \in[r, m],\left\{\left(\Omega_{\alpha_{2} \alpha_{3}}^{\infty}, \Gamma_{\alpha_{2} \alpha_{2}}^{\infty}, \Gamma_{\alpha_{2} \alpha_{3}}^{\infty}, \Upsilon_{\alpha_{2}}^{\infty}\right)\right\} \in$ $\mathcal{S}_{N}$ and singular vector matrices $U^{\infty}, V^{\infty}$ of $Y$ such that for any $H \in \Re^{m \times n}$,

$$
\mathcal{V} H=U^{\infty}\left[\begin{array}{ll}
W_{1}^{\infty} & W_{2}^{\infty} \tag{4.21}
\end{array}\right]\left(V^{\infty}\right)^{T},
$$

where the matrices $W_{1}^{\infty} \in \Re^{m \times m}$ and $W_{2}^{\infty} \in \Re^{m \times(n-m)}$ are defined by

$$
W_{1}^{\infty}=\Omega^{\infty} \circ S\left(\widetilde{H}_{1}\right)+\Gamma^{\infty} \circ T\left(\widetilde{H}_{1}\right)-\frac{\operatorname{Tr}\left(\widetilde{H}_{11}\right)}{N}\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right]
$$

and

$$
W_{2}^{\infty}=\left[\begin{array}{c}
\mathbf{1}_{r \times(n-m)} \\
\Upsilon_{\alpha_{2}}^{\infty} \mathbf{1}_{n-m}^{T} \\
0
\end{array}\right] \circ \widetilde{H}_{2}
$$

here, $\widetilde{H}_{1} \in \Re^{m \times m}, \widetilde{H}_{2} \in \Re^{m \times(n-m)},\left[\widetilde{H}_{1} \widetilde{H}_{2}\right]=\left(U^{\infty}\right)^{T} H V^{\infty}$ and $\widetilde{H}_{11}$ is the matrix extracted from the first $N$ columns and rows of $\widetilde{H}_{1}$, and

$$
\Omega^{\infty}=\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & \mathbf{1}_{r \times(m-N)} \\
\Omega_{\alpha_{2} \alpha_{3}}^{\infty} \\
\mathbf{1}_{(m-N) \times r}\left(\Omega_{\alpha_{2} \alpha_{3}}^{\infty}\right)^{T} & 0
\end{array}\right]
$$

and

$$
\Gamma^{\infty}=\left[\begin{array}{ccc}
\mathbf{1}_{r \times r} & \mathbf{1}_{r \times(N-r)} & \mathbf{1}_{r \times(m-N)} \\
\mathbf{1}_{(N-r) \times r} & \Gamma_{\alpha_{2} \alpha_{2}}^{\infty} & \Gamma_{\alpha_{2} \alpha_{3}}^{\infty} \\
\mathbf{1}_{(m-N) \times r} & \left(\Gamma_{\alpha_{2} \alpha_{3}}^{\infty}\right)^{T} & 0
\end{array}\right]
$$

By taking a convex hull of such $\mathcal{V}$ described above and the identity operator $\mathcal{I}$, we can obtain the generalized Jacobian of $\Pi_{\mathcal{B}}(\cdot)$ at $Y$ since it is indifference to sets of zero measure [85].

Case 3: $\|Y\|_{*}>1$.
In this case, it is easily seen that $k_{1}(\sigma) \leq k_{2}(\sigma) \leq r$. By taking a subsequence if necessary, there exists a positive integer $N \in\left[k_{1}(\sigma), k_{2}(\sigma)\right]$ such that $N=k_{1}\left(\sigma^{i}\right)$ for each $i$. Therefore,

$$
\Pi_{\mathbb{B}}\left(\sigma^{i}\right)= \begin{cases}\sigma_{k}^{i}-\frac{1}{N}\left(\sum_{j=1}^{N} \sigma_{j}^{i}-1\right), & 1 \leq k \leq N \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\Pi_{\mathbb{B}}^{\prime}\left(\sigma^{i}\right)=\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right]-\frac{1}{N}\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & 0 \\
0 & 0
\end{array}\right] .
$$

For later discussion, we partition the set $\{1,2, \ldots, m\}$ into the following five subsets:

$$
\begin{array}{ll}
\beta_{1}:=\left\{1,2, \ldots, k_{1}(\sigma)\right\}, & \beta_{2}:=\left\{k_{1}(\sigma)+1, k_{1}(\sigma)+2, \ldots, N\right\} \\
\beta_{3}:=\left\{N+1, N+2, \ldots, k_{2}(\sigma)\right\}, & \beta_{4}:=\left\{k_{2}(\sigma)+1, k_{2}(\sigma)+2, \ldots, r\right\} \\
\beta_{5}:=\{r+1, r+2, \ldots, m\} &
\end{array}
$$

and write

$$
\gamma_{1}:=\beta_{1} \cup \beta_{2}, \quad \gamma_{2}:=\beta_{3} \cup \beta_{4} .
$$

For each $i$, redefine $\Omega^{i}, \Gamma^{i}$ and $\Upsilon^{i}$ by

$$
\begin{aligned}
& \Omega^{i}:=\left[\begin{array}{cccc} 
& \Omega_{\beta_{1} \beta_{3}}^{i} & \Omega_{\gamma_{1} \beta_{4}}^{i} & \Omega_{\gamma_{1} \beta_{5}}^{i} \\
\mathbf{1}_{N \times N} & \Omega_{\beta_{2} \beta_{3}}^{i} & & \\
\left(\Omega_{\beta_{1} \beta_{3}}^{i}\right)^{T} & \left(\Omega_{\beta_{2} \beta_{3}}^{i}\right)^{T} & & \\
\left(\Omega_{\gamma_{1} \beta_{4}}^{i}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)} \\
\left(\Omega_{\gamma_{1} \beta_{5}}^{i}\right)^{T} & &
\end{array}\right], \\
& \Gamma^{i}=:\left[\begin{array}{ccc}
\Gamma_{\gamma_{1} \gamma_{1}}^{i} & \Gamma_{\gamma_{1} \gamma_{2}}^{i} & \Gamma_{\gamma_{1} \beta_{5}}^{i} \\
\left(\Gamma_{\gamma_{1} \gamma_{2}}^{i}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)} \\
\left(\Gamma_{\gamma_{1} \beta_{5}}^{i}\right)^{T} &
\end{array}\right],
\end{aligned}
$$

and

$$
\Upsilon^{i}:=\left(\frac{g_{1}^{i}}{\sigma_{1}^{i}}, \frac{g_{2}^{i}}{\sigma_{2}^{i}}, \ldots, \frac{g_{N}^{i}}{\sigma_{N}^{i}}\right)^{T}
$$

where

$$
\begin{array}{ll}
\left(\Omega_{\beta_{1} \beta_{3}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}-\sigma_{j+N}^{i}}, & \text { for } k \in \beta_{1}, j \in \beta_{3}-N, \\
\left(\Omega_{\beta_{2} \beta_{3}}^{i}\right)_{k j}=\frac{g_{k+k_{1}(\sigma)}^{\sigma_{k+k_{1}(\sigma)}^{i}-\sigma_{j+N}^{i}},}{}, & \text { for } k \in \beta_{2}-k_{1}(\sigma), j \in \beta_{3}-N, \\
\left(\Omega_{\gamma_{1} \beta_{4}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}-\sigma_{j+k_{2}(\sigma)}^{i}}, & \text { for } k \in \gamma_{1}, j \in \beta_{4}-k_{2}(\sigma), \\
\left(\Omega_{\gamma_{1} \beta_{5}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}-\sigma_{j+r}^{i}}, & \text { for } k \in \gamma_{1}, j \in \beta_{5}-r, \\
\left(\Gamma_{\gamma_{1} \gamma_{1}}^{i}\right)_{k j}=\frac{g_{k}^{i}+g_{j}^{i}}{\sigma_{k}^{i}+\sigma_{j}^{i}}, & \text { for } k \in \gamma_{1}, j \in \gamma_{1}, \\
\left(\Gamma_{\gamma_{1} \gamma_{2}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}+\sigma_{j+N}^{i}}, & \text { for } k \in \gamma_{1}, j \in \gamma_{2}-N, \\
\left(\Gamma_{\gamma_{1} \beta_{5}}^{i}\right)_{k j}=\frac{g_{k}^{i}}{\sigma_{k}^{i}+\sigma_{j+r}^{i}}, & \text { for } k \in \gamma_{1}, j \in \beta_{5}-r
\end{array}
$$

Then the equality (4.20) is also valid. Simple calculation shows that

$$
\begin{array}{ll}
\lim _{i \rightarrow \infty}\left(\Omega_{\beta_{1} \beta_{3}}^{i}\right)_{k j}=\frac{g_{k}}{\sigma_{k}-\sigma_{j+N}}:=\left(\Omega_{\beta_{1} \beta_{3}}^{\infty}\right)_{k j}, & \text { for } k \in \beta_{1}, j \in \beta_{3}-N, \\
\lim _{i \rightarrow \infty}\left(\Omega_{\gamma_{1} \beta_{4}}^{i}\right)_{k j}=\frac{g_{k}}{\sigma_{k}-\sigma_{j+k_{2}}(\sigma)}:=\left(\Omega_{\gamma_{1} \beta_{4}}^{\infty}\right)_{k j}, & \text { for } k \in \gamma_{1}, j \in \beta_{4}-k_{2}(\sigma), \\
\lim _{i \rightarrow \infty}\left(\Omega_{\gamma_{1} \beta_{5}}^{i}\right)_{k j}=\frac{g_{k}}{\sigma_{k}}:=\left(\Omega_{\gamma_{1} \beta_{5}}^{\infty}\right)_{k j}, & \text { for } k \in \gamma_{1}, j \in \beta_{5}-r, \\
\lim _{i \rightarrow \infty}\left(\Gamma_{\gamma_{1} \gamma_{1}}^{i}\right)_{k j}=\frac{g_{k}+g_{j}}{\sigma_{k}+\sigma_{j}}:=\left(\Gamma_{\gamma_{1} \gamma_{1}}^{\infty}\right)_{k j}, & \text { for } k \in \gamma_{1}, j \in \gamma_{1}, \\
\lim _{i \rightarrow \infty}\left(\Gamma_{\gamma_{1} \gamma_{2}}^{i}\right)_{k j}=\frac{g_{k}}{\sigma_{k}+\sigma_{j+N}}:=\left(\Gamma_{\gamma_{1} \gamma_{2}}^{\infty}\right)_{k j}, & \text { for } k \in \gamma_{1}, j \in \gamma_{2}, N, \\
\lim _{i \rightarrow \infty}\left(\Gamma_{\gamma_{1} \beta_{5}}^{i}\right)_{k j}=\frac{g_{k}}{\sigma_{k}}:=\left(\Gamma_{\gamma_{1} \beta_{5}}^{\infty}\right)_{k j}, & \text { for } k \in \gamma_{1}, j \in \beta_{5}-r, \\
\lim _{i \rightarrow \infty}\left(\Upsilon^{i}\right)_{k}=\frac{g_{k}}{\sigma_{k}}:=\left(\Upsilon^{\infty}\right)_{k}, & \text { for } k=1,2, \ldots, N .
\end{array}
$$

Redefine $\mathcal{S}_{N}$ to be the set of limit points of $\left\{\Omega_{\beta_{2} \beta_{3}}^{i}\right\}$. By taking limits on both sides of (4.20), we have the conclusion that $\mathcal{V}$ is an element of $\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(Y)$ if and only if there exist an integer $N \in\left[k_{1}(\sigma), k_{2}(\sigma)\right], \Omega_{\beta_{2} \beta_{3}}^{\infty} \in \mathcal{S}_{N}$ and singular vector matrices $U^{\infty}, V^{\infty}$ of $Y$ such that for any $H \in \Re^{m \times n}$,

$$
\mathcal{V} H=U^{\infty}\left[\begin{array}{ll}
W_{1}^{\infty} & W_{2}^{\infty} \tag{4.23}
\end{array}\right]\left(V^{\infty}\right)^{T},
$$

where the matrices $W_{1}^{\infty} \in \Re^{m \times m}$ and $W_{2}^{\infty} \in \Re^{m \times(n-m)}$ are defined by

$$
\begin{gathered}
W_{1}^{\infty}=\Omega^{\infty} \circ S\left(\widetilde{H}_{1}\right)+\Gamma^{\infty} \circ T\left(\widetilde{H}_{1}\right)-\frac{\operatorname{Tr}\left(\widetilde{H}_{11}\right)}{N}\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right], \\
W_{2}^{\infty}=\left[\begin{array}{c}
\Upsilon^{\infty} \mathbf{1}_{n-m}^{T} \\
0
\end{array}\right] \circ \widetilde{H}_{2},
\end{gathered}
$$

here, $\widetilde{H}_{1} \in \Re^{m \times m}, \widetilde{H}_{2} \in \Re^{m \times(n-m)},\left[\widetilde{H}_{1} \widetilde{H}_{2}\right]=\left(U^{\infty}\right)^{T} H V^{\infty}$ and $\widetilde{H}_{11}$ is the matrix extracted from the first $N$ columns and rows of $\widetilde{H}_{1}$, and the matrices $\Omega^{\infty}$ and $\Gamma^{\infty}$ are defined by

$$
\Omega^{\infty}=\left[\begin{array}{cll}
\mathbf{1}_{N \times N} & \Omega_{\beta_{1} \beta_{3}}^{\infty} & \Omega_{\gamma_{1} \beta_{4}}^{\infty} \Omega_{\gamma_{1} \beta_{5}}^{\infty} \\
\left(\Omega_{\beta_{1} \beta_{3}}^{\infty}\right)^{T}\left(\Omega_{\beta_{2} \beta_{3}}^{\infty}\right)^{T} & \Omega_{\beta_{2} \beta_{3}}^{\infty} & \\
\left(\Omega_{\gamma_{1} \beta_{4}}^{\infty}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)} \\
\left(\Omega_{\gamma_{1} \beta_{5}}^{\infty}\right)^{T} &
\end{array}\right]
$$

$$
\Gamma^{\infty}=\left[\begin{array}{cc}
\Gamma_{\gamma_{1} \gamma_{1}}^{\infty} & \Gamma_{\gamma_{1} \gamma_{2}}^{\infty} \Gamma_{\gamma_{1} \beta_{5}}^{\infty} \\
\left(\Gamma_{\gamma_{1} \gamma_{2}}^{\infty}\right)^{T} & \\
\left(\Gamma_{\gamma_{1} \beta_{5}}^{\infty}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)}
\end{array}\right]
$$

By taking a convex hull of those $\mathcal{V}$ described above, we can obtain the generalized Jacobian of $\Pi_{\mathcal{B}}(\cdot)$ at $Y$ since it is blind to sets of zero measure [85].

In order to characterize $\partial \Pi_{\mathcal{Q}^{*}}(\cdot)$ at $z \in \Re^{n_{1}+n_{2}}$, we define the following three index sets:

$$
\begin{aligned}
\mathcal{J}_{1} & :=\left\{i: z_{i}>0, n_{1}+1 \leq i \leq n_{1}+n_{2}\right\} \cup\left\{1,2, \ldots, n_{1}\right\}, \\
\mathcal{J}_{2} & :=\left\{i: z_{i}=0, n_{1}+1 \leq i \leq n_{1}+n_{2}\right\} \\
\mathcal{J}_{3} & :=\left\{i: z_{i}<0, n_{1}+1 \leq i \leq n_{1}+n_{2}\right\} .
\end{aligned}
$$

By direct calculation, it follows that $\mathcal{V}$ is an element of $\partial \Pi_{\mathcal{Q}^{*}}(z)$ if and only if there exists a vector $a \in[0,1]^{\left|\mathcal{J}_{2}\right|}$ such that

$$
\mathcal{V} h=\left[\begin{array}{c}
h_{\mathcal{J}_{1}}  \tag{4.24}\\
a \circ h_{\mathcal{J}_{2}} \\
0
\end{array}\right], \forall h \in \Re^{n_{1}+n_{2}}
$$

Remark 4.2. In the implementation of our inexact semismooth Newton-CG method, we need to select an element $\mathcal{V}_{1}^{0} \in \partial \Pi_{\mathcal{B}}(Y)$ and an element $\mathcal{V}_{2}^{0} \in \partial \Pi_{\mathcal{Q}^{*}}(z)$. If $\|Y\|_{*} \leq$ $1, \mathcal{V}_{1}^{0}$ is chosen as the identity operator from $\Re^{m \times n}$ to $\Re^{m \times n}$. For the case where $Y$ is outside of $\mathcal{B}$, we take $U^{\infty}=U, V^{\infty}=V$ and $N=k_{1}(\sigma)$ in (4.23). Thus $\beta_{2}=\emptyset$ and for any $H \in \Re^{m \times n}$,

$$
\mathcal{V}_{1}^{0} H=U\left[\begin{array}{ll}
W_{1} & W_{2} \tag{4.25}
\end{array}\right] V^{T},
$$

where the matrices $W_{1} \in \Re^{m \times m}$ and $W_{2} \in \Re^{m \times(n-m)}$ are defined by

$$
\begin{gathered}
W_{1}=\Omega^{\infty} \circ S\left(\widetilde{H}_{1}\right)+\Gamma^{\infty} \circ T\left(\widetilde{H}_{1}\right)-\frac{\operatorname{Tr}\left(\widetilde{H}_{11}\right)}{N}\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right], \\
W_{2}=\left[\begin{array}{c}
\Upsilon^{\infty} \mathbf{1}_{n-m}^{T} \\
0
\end{array}\right] \circ \widetilde{H}_{2}
\end{gathered}
$$

with $\widetilde{H}_{1} \in \Re^{m \times m}, \widetilde{H}_{2} \in \Re^{m \times(n-m)},\left[\widetilde{H}_{1} \widetilde{H}_{2}\right]=U^{T} H V$ and $\widetilde{H}_{11}$ being the matrix extracted from the first $N$ columns and rows of $\widetilde{H}_{1}$, and

$$
\Omega^{\infty}=\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & \Omega_{\beta_{1} \gamma_{2}}^{\infty} \Omega_{\beta_{1} \beta_{5}}^{\infty} \\
\left(\Omega_{\beta_{1} \gamma_{2}}^{\infty}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)} \\
\left(\Omega_{\left(\beta_{1} \beta_{5}\right.}^{\infty}\right)^{T} &
\end{array}\right],
$$

$$
\Gamma^{\infty}=\left[\begin{array}{cc}
\Gamma_{\beta_{1} \gamma_{1}}^{\infty} & \Gamma_{\beta_{1} \gamma_{2}}^{\infty} \Gamma_{\beta_{1} \beta_{5}}^{\infty} \\
\left(\Gamma_{\beta_{1} \gamma_{2}}^{\infty}\right)^{T} & \mathbf{0}_{(m-N) \times(m-N)} \\
\left(\Gamma_{\beta_{1} \beta_{5}}^{\infty}\right)^{T} &
\end{array}\right]
$$

As to the selection of $\mathcal{V}_{2}^{0}$, we take $a=0$ in (4.24) and

$$
\mathcal{V}_{2}^{0} h=\left[\begin{array}{c}
h_{\mathcal{J}_{1}}  \tag{4.26}\\
0
\end{array}\right], \forall h \in \Re^{n_{1}+n_{2}}
$$

### 4.2.2 Constraint nondegeneracy

For the convergence analysis of the semismooth Newton method, we need the concept of constraint nondegeneracy which is originally introduced by Robinson [70] and extended by Bonnans and Shapiro [6]. Let $\mathcal{X}$ and $\mathcal{Y}$ be two finite dimensional space, $\Phi: \mathcal{X} \rightarrow \mathcal{Y}$ be a continuously differentiable function and $\mathcal{C}$ be a closed convex set. We use $T_{\mathcal{C}}(x)$ and $\operatorname{lin}\left(T_{\mathcal{C}}(x)\right)$ to denote the tangent cone of $\mathcal{C}$ at $x$ and its linearity space, respectively. A feasible point $\bar{x}$ to the feasibility problem $\{\Phi(x) \in \mathcal{C}, x \in \mathcal{X}\}$ is constraint nondegenerate if

$$
\Phi^{\prime}(\bar{x}) \mathcal{X}+\operatorname{lin}\left(T_{\mathcal{C}}(\Phi(\bar{x}))\right)=\mathcal{Y}
$$

Thus the constraint nondegeneracy condition associated with the minimizer $(\widehat{Z}, \hat{w})$ of (4.7) has the form

$$
\left[\begin{array}{cc}
\mathcal{A} & B^{T}  \tag{4.27}\\
\mathcal{I} & 0 \\
0 & \mathcal{I}
\end{array}\right]\binom{\Re^{m \times n}}{\Re^{n_{1}+n_{2}}}+\left[\begin{array}{c}
\{0\}^{p} \\
\operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right) \\
\operatorname{lin}\left(T_{\mathcal{Q}^{*}}(\hat{w})\right)
\end{array}\right]=\left[\begin{array}{c}
\Re^{p} \\
\Re^{m \times n} \\
\Re^{n_{1}+n_{2}}
\end{array}\right],
$$

or equivalently,

$$
\begin{equation*}
\mathcal{A l i n}\left(T_{\mathcal{B}}(\widehat{Z})\right)+B^{T} \operatorname{lin}\left(T_{\mathcal{Q}^{*}}(\hat{w})\right)=\Re^{p} \tag{4.28}
\end{equation*}
$$

Proposition 4.3. Let $(\widehat{Z}, \hat{w})$ be the unique solution pair of (4.7). Let $\widehat{Z}$ have the following SVD:

$$
\widehat{Z}=U[\operatorname{diag}(\sigma(\widehat{Z})) 0] V^{T}=\left[U_{1} U_{2}\right][\operatorname{diag}(\sigma(\widehat{Z})) 0]\left[V_{1} V_{2}\right]^{T},
$$

where $\sigma_{1}(\widehat{Z}) \geq \ldots \geq \sigma_{r}(\widehat{Z})>0=\sigma_{r+1}(\widehat{Z})=\ldots=\sigma_{m}(\widehat{Z}), \sigma(\widehat{Z}):=\left(\sigma_{1}(\widehat{Z}), \ldots, \sigma_{m}(\widehat{Z})\right)^{T}$, and $U=\left[U_{1} U_{2}\right]$ and $V=\left[V_{1} V_{2}\right]$ with $U_{1} \in \Re^{m \times r}, U_{2} \in \Re^{m \times(m-r)}, V_{1} \in \Re^{n \times r}, V_{2} \in$
$\Re^{n \times(n-r)}$. Define the following two index sets $\kappa_{1}$ and $\kappa_{2}$ by

$$
\begin{aligned}
& \kappa_{1}:=\left\{1,2, \ldots, n_{1}\right\} \cup\left\{i \mid \hat{w}_{i}>0, n_{1}+1 \leq i \leq n_{1}+n_{2}\right\}, \\
& \kappa_{2}:=\left\{i \mid \hat{w}_{i}=0, n_{1}+1 \leq i \leq n_{1}+n_{2}\right\} .
\end{aligned}
$$

## Then it holds that:

(i) if $\|\widehat{Z}\|_{*}<1$, the constraint nondegeneracy holds at $(\widehat{Z}, \hat{w})$ if and only if

$$
\left\{\begin{array}{l}
B_{\kappa_{1}} y=0  \tag{4.29}\\
\mathcal{A}^{*} y=0
\end{array} \Longrightarrow y=0\right.
$$

(ii) if $\|\widehat{Z}\|_{*}=1$, the constraint nondegeneracy holds at $(\widehat{Z}, \hat{w})$ if and only if, for any given $k \in \Re$,

$$
\left\{\begin{array}{l}
B_{\kappa_{1}} y=0  \tag{4.30}\\
\left(U_{1}\right)^{T}\left(\mathcal{A}^{*} y\right) V_{1}=k I_{r} \\
\left(U_{1}\right)^{T}\left(\mathcal{A}^{*} y\right) V_{2}=0 \\
\left(U_{2}\right)^{T}\left(\mathcal{A}^{*} y\right) V_{1}=0
\end{array} \Longrightarrow y=0\right.
$$

Proof. (i) Under the condition that $\|\widehat{Z}\|_{*}<1$, it is easy to see that

$$
\operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right)=\Re^{m \times n}
$$

and

$$
\operatorname{lin}\left(T_{\mathcal{Q}^{*}}(\hat{w})\right)=\left[\begin{array}{l}
\Re^{\left|\kappa_{1}\right|} \\
\{0\}^{\left|\kappa_{2}\right|}
\end{array}\right] .
$$

Thus the constraints nondegeneracy condition (4.28) is reduced to

$$
\begin{equation*}
\mathcal{A} \Re^{m \times n}+B_{\kappa_{1}}^{T} \Re^{\left|\kappa_{1}\right|}=\Re^{p}, \tag{4.31}
\end{equation*}
$$

which, by taking orthogonal complement, is equivalent to (4.29).
(ii) Since

$$
\operatorname{lin}\left(T_{\mathcal{Q}^{*}}(\hat{w})\right)=\left[\begin{array}{l}
\Re^{\left|\kappa_{1}\right|} \\
\{0\}^{\left|\kappa_{2}\right|}
\end{array}\right]
$$

the constraints nondegeneracy condition (4.28) is reduced to

$$
\begin{equation*}
\mathcal{A} \operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right)+B_{\kappa_{1}}^{T} \Re^{\left|\kappa_{1}\right|}=\Re^{p} \tag{4.32}
\end{equation*}
$$

which is equivalent to

$$
\left\{\begin{array}{l}
B_{\kappa_{1}} y=0  \tag{4.33}\\
\mathcal{A}^{*} y \in \operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right)^{\perp}
\end{array} \Longrightarrow y=0\right.
$$

Since from [86, Example 2] that

$$
\partial\|X\|_{*}=\left\{U_{1} V_{1}^{T}+U_{2} T V_{2}^{T} \mid T \in \Re^{(m-r) \times(n-r)},\|T\|_{2} \leq 1\right\},
$$

it follows that

$$
\begin{align*}
\|\cdot\|_{*}(X ; H) & =\max _{V \in \partial\|X\|_{*}}\langle V, H\rangle \\
& =\operatorname{Tr}\left(\left(U_{1}\right)^{T} H V_{1}\right)+\max _{T}\left\{\left\langle U_{2} T V_{2}^{T}, H\right\rangle \mid\|T\|_{2} \leq 1\right\} \\
& =\operatorname{Tr}\left(\left(U_{1}\right)^{T} H V_{1}\right)+\max _{T}\left\{\left\langle U_{2} T V_{2}^{T}, H\right\rangle \mid\|T\|_{2} \leq 1\right\}  \tag{4.34}\\
& =\operatorname{Tr}\left(\left(U_{1}\right)^{T} H V_{1}\right)+\max _{T}\left\{\left\langle T, U_{2}^{T} H V_{2}\right\rangle \mid\|T\|_{2} \leq 1\right\} \\
& =\operatorname{Tr}\left(\left(U_{1}\right)^{T} H V_{1}\right)+\left\|U_{2}^{T} H V_{2}\right\|_{*} .
\end{align*}
$$

Then by [16, Proposition 2.3.6,Theorem 2.4.9], one can establish that

$$
T_{\mathcal{B}}(\widehat{Z})=\left\{H \in \Re^{m \times n} \mid \operatorname{Tr}\left(\left(U_{1}\right)^{T} H V_{1}\right)+\left\|\left(U_{2}\right)^{T} H V_{2}\right\|_{*} \leq 0\right\}
$$

and therefore obtain

$$
\begin{aligned}
\operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right) & =T_{\mathcal{B}}(\widehat{Z}) \cap\left\{-T_{\mathcal{B}}(\widehat{Z})\right\} \\
& =\left\{H \in \Re^{m \times n} \mid H V_{1} \in\left(U_{1}\right)^{\perp},\left(U_{2}\right)^{T} H V_{2}=0\right\} .
\end{aligned}
$$

This implies

$$
\begin{align*}
\operatorname{lin}\left(T_{\mathcal{B}}(\widehat{Z})\right)^{\perp} & =\left\{Y \in \Re^{m \times n} \mid\langle Y, H\rangle=0, \forall H \in \operatorname{lin} T_{\mathcal{B}}\right\} \\
& =\left\{Y \in \Re^{m \times n} \mid\left\langle U^{T} Y V, U^{T} H V\right\rangle=0, \forall H \in \operatorname{lin} T_{\mathcal{B}}\right\}, \\
& =\left\{Y \in \Re^{m \times n} \left\lvert\,\left\langle U^{T} Y V,\left[\begin{array}{ll}
U_{1}^{T} H V_{1} & U_{1}^{T} H V_{2} \\
U_{2}^{T} H V_{1} & 0
\end{array}\right]=0, H V_{1} \in\left(U_{1}\right)^{\perp}\right\}\right.\right.  \tag{4.35}\\
& =\left\{Y \in \Re^{m \times n} \mid \exists k \in \Re,\left(U_{1}\right)^{T} Y V_{1}=k I_{r},\left(U_{1}\right)^{T} Y V_{2}=0,\left(U_{2}\right)^{T} Y V_{1}=0\right\},
\end{align*}
$$

which, together with (6.37), completes the proof.
With the above proposition, we next establish a result which exploits the close relationship between the constraint nondegeneracy of the optimal solution of (4.7) and the negative definiteness of the elements of $\hat{\partial}^{2} \theta_{k}$.

Proposition 4.4. Suppose that the problem (4.7) satisfies the Slater condition (4.6). Let $(\widehat{Z}, \hat{w})$ and $\hat{y}$ denote, respectively, the optimal solutions of (4.7) and (4.9). Then the following conditions are equivalent:
(i) The constraint nondegeneracy condition (4.28) holds at $(\widehat{Z}, \hat{w})$.
(ii) Every element in $\hat{\partial}^{2} \theta_{k}(\hat{y})$ is symmetric and negative definite.
(iii) The operator

$$
\mathcal{V}_{0}=-\lambda_{k}\left(\mathcal{A} \mathcal{V}_{1}^{1} \mathcal{A}^{*}+B^{T} \mathcal{V}_{2}^{0} B\right)
$$

is symmetric and negative definite, where $\mathcal{V}_{1}^{1}$ is the same as $\mathcal{V}_{1}^{0}$ in (4.25) except when in the case of $\|\widehat{W}\|_{*}=1$, the operator is defined by (4.23) with $N$ being the rank of $\widehat{W}$, where $\widehat{W}:=Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} \hat{y}-A_{0}\right)$.

Proof. Assume that the SVD of $\widehat{Z}$ and the index sets $\kappa_{1}, \kappa_{2}$ are given in Proposition 6.2.
"(i) $\Rightarrow$ (ii)". Let $\mathcal{V}$ be an arbitrary element of $\hat{\partial}^{2} \theta_{k}(\hat{y})$. Then there exist $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ in $\partial \Pi_{\mathcal{B}}\left[Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} \hat{y}-A_{0}\right)\right]$ and $\partial \Pi_{\mathcal{Q}^{*}}\left[w^{k}-\lambda_{k}(B \hat{y}-b)\right]$, respectively, such that

$$
\mathcal{V}=-\lambda_{k}\left[\mathcal{A} \mathcal{V}_{1} \mathcal{A}^{*}+B^{T} \mathcal{V}_{2} B\right] .
$$

Therefore, $\mathcal{V}$ is self-adjoint. Moreover, it follows from [59, Proposition 1] that for any $h \in \Re^{p}$,

$$
\begin{align*}
\langle h, \mathcal{V} h\rangle & =-\lambda_{k}\left\langle h, \mathcal{A} \mathcal{V}_{1} \mathcal{A}^{*} h\right\rangle-\lambda_{k}\left\langle h, B^{T} \mathcal{V}_{2} B h\right\rangle \\
& =-\lambda_{k}\left\langle\mathcal{A}^{*} h, \mathcal{V}_{1} \mathcal{A}^{*} h\right\rangle-\lambda_{k}\left\langle B h, \mathcal{V}_{2} B h\right\rangle \\
& \leq-\lambda_{k}\left\langle\mathcal{V}_{1} \mathcal{A}^{*} h, \mathcal{V}_{1} \mathcal{A}^{*} h\right\rangle-\lambda_{k}\left\langle\mathcal{V}_{2} B h, \mathcal{V}_{2} B h\right\rangle  \tag{4.36}\\
& \leq 0
\end{align*}
$$

which implies that $\mathcal{V}$ is negative semidefinite. To complete the proof of this part, it suffices to show that $\mathcal{V}$ is nonsingular. Consider the following linear system

$$
\mathcal{V} h=0, \quad \text { or equivalently, } \quad\left\{\begin{array}{l}
\mathcal{V}_{1} \mathcal{A}^{*} h=0  \tag{4.37}\\
\mathcal{V}_{2} B h=0
\end{array}\right.
$$

Now we proceed to prove that $h=0$ by considering the following two cases.

Case 1: $\|\widehat{W}\|_{*}<1$.
In this case, $\|\widehat{Z}\|_{*}<1$ and $\mathcal{V}_{1}=\mathcal{I}$. Then, it follows from (4.37) that

$$
\left\{\begin{array}{l}
\mathcal{A}^{*} h=0  \tag{4.38}\\
B_{\kappa_{1}} h=0
\end{array}\right.
$$

which, together with the constraint nondegeneracy assumption (4.29), implies that $h=$ 0.

Case 2: $\|\widehat{W}\|_{*} \geq 1$ and thus $\|\widehat{Z}\|_{*}=1$.
We first show the nonsingularity of $\mathcal{V}$ for the choice that $\mathcal{V}_{1}=\mathcal{I}$. In this situation, (4.38) still holds and hence by taking $k=0$ in (4.30), we know that $\mathcal{V}$ is negative definite. Next, we turn to the case in which $\mathcal{V}_{1}$ is another element selected from $\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(\widehat{W})$. We consider two sub-cases.

Case 2.1: $\|\widehat{W}\|_{*}=1$. Let $H=\mathcal{A}^{*} h$. In view of the analysis in the previous subsection, we know from $\mathcal{V}_{1}(H)=0$ that

$$
\begin{aligned}
& 0=U^{\infty}\left[\left[\begin{array}{cc}
\mathbf{1}_{N \times N} & \mathbf{1}_{r \times(m-N)} \\
\Omega_{\alpha_{2} \alpha_{3}}^{\infty} \\
\mathbf{1}_{(m-N) \times r}\left(\Omega_{\alpha_{2} \alpha_{3}}^{\infty}\right)^{T} & 0
\end{array}\right] \circ S\left(\widetilde{H}_{1}\right) \quad\left[\begin{array}{c}
\mathbf{1}_{r \times(n-m)} \\
\Upsilon_{\alpha_{2}}^{\infty} \mathbf{1}_{n-m}^{T} \\
0
\end{array}\right] \circ \widetilde{H}_{2}\right]\left(V^{\infty}\right)^{T} \\
& +U^{\infty}\left(\left[\begin{array}{ccc}
\mathbf{1}_{r \times r} & \mathbf{1}_{r \times(N-r)} & \mathbf{1}_{r \times(m-N)} \\
\mathbf{1}_{(N-r) \times r} & \Gamma_{\alpha_{2} \alpha_{2}}^{\infty} & \Gamma_{\alpha_{2} \alpha_{3}}^{\infty} \\
\mathbf{1}_{(m-N) \times r} & \left(\Gamma_{\alpha_{2} \alpha_{3}}^{\infty}\right)^{T} & 0
\end{array}\right] \circ T\left(\widetilde{H}_{1}\right)-\frac{\operatorname{Tr}\left(\widetilde{H}_{11}\right)}{N}\left[\begin{array}{cc}
I_{N} & 0 \\
0 & 0
\end{array}\right]\right)\left(V_{1}^{\infty}\right)^{T},
\end{aligned}
$$

where $V_{1}^{\infty} \in \Re^{m \times m}, V_{2}^{\infty} \in \Re^{m \times(n-m)}$ and $V^{\infty}:=\left[V_{1}^{\infty} V_{2}^{\infty}\right]$, the index sets $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ are defined as in (4.17). This implies that

$$
\left\{\begin{array}{l}
\left(U_{\alpha_{1}}^{\infty}\right)^{T}(H) V_{\alpha_{1}}^{\infty}=\frac{1}{N} I_{r},  \tag{4.39}\\
\left(U_{\alpha_{1}}^{\infty}\right)^{T}(H) V_{\alpha_{2} \cup \alpha_{3} \cup \alpha_{4}}^{\infty}=0, \\
\left(U_{\alpha_{2} \cup \alpha_{3}}^{\infty}\right)^{T}(H) V_{\alpha_{1}}^{\infty}=0 .
\end{array}\right.
$$

By Proposition 2.3, there exist orthogonal matrices $Q \in \Re^{r \times r}, Q^{\prime} \in \Re^{(m-r) \times(m-r)}$ and $Q^{\prime \prime} \in \Re^{(n-r) \times(n-r)}$ such that

$$
\left\{\begin{array}{l}
U_{\alpha_{1}}^{\infty}=U_{\alpha_{1}} Q  \tag{4.40}\\
U_{\alpha_{2} \cup \alpha_{3}}^{\infty}=U_{\alpha_{2} \cup \alpha_{3}} Q^{\prime}, \\
V_{\alpha_{1}}^{\infty}=Q V_{\alpha_{1}}, \\
V_{\alpha_{2} \cup \alpha_{3} \cup \alpha_{4}}^{\infty}=Q^{\prime \prime} V_{\alpha_{2} \cup \alpha_{3} \cup \alpha_{4}} .
\end{array}\right.
$$

Moreover, we know from $\mathcal{V}_{2} h=0$ that

$$
\begin{equation*}
B_{\kappa_{1}} h=0 \tag{4.41}
\end{equation*}
$$

Combining (4.30), (4.41), (4.39) with (6.56), we deduce $h=0$ and hence $\mathcal{V}$ is negative definite.

Case 2.2: $\|\widehat{W}\|_{*}>1$. The proof of the negative definiteness of $\mathcal{V}$ is similar to that of Case 2.1 , with the equality (4.23) replacing (4.21).

By taking the convex hull of $\partial_{\mathcal{E}^{0}} \Pi_{\mathcal{B}}(\widehat{W})$, we complete the proof of the first part.
"(ii) $\Rightarrow$ (iii)". This is trivial since $\mathcal{V}_{0} \in \hat{\partial}^{2} \theta_{k}(\hat{y})$.
"(iii) $\Rightarrow$ (i)". Assume the contrary that the constraint nondegeneracy condition fails to hold at $(\widehat{Z}, \hat{w})$. Again, we consider two cases.
Case 1: $\|\widehat{W}\|_{*}<1$ and hence $\|\widehat{Z}\|_{*}<1$.
By assumption, there exists a $z \neq 0$ such that

$$
\left\{\begin{array}{l}
\mathcal{A}^{*} z=0, \\
B_{\kappa_{1}} z=0 .
\end{array}\right.
$$

namely,

$$
\mathcal{V}_{0} z=0
$$

This means that $\mathcal{V}_{0}$ is singular, which contradicts to (iii).
Case 2: $\|\widehat{W}\|_{*} \geq 1$ and hence $\|\widehat{Z}\|_{*}=1$.
By assumption, there exist $k \in \Re$ and $z \neq 0$ such that

$$
\left\{\begin{array}{l}
B_{\kappa_{1}} z=0  \tag{4.42}\\
\left(U_{1}\right)^{T}\left(\mathcal{A}^{*} z\right) V_{1}=k I_{r} \\
\left(U_{1}\right)^{T}\left(\mathcal{A}^{*} z\right) V_{2}=0 \\
\left(U_{2}\right)^{T}\left(\mathcal{A}^{*} z\right) V_{1}=0
\end{array}\right.
$$

Using the equalities above, simple computation yields $\mathcal{V}_{0} z=0$. This contradicts to the statement (iii). The proof is completed.

### 4.2.3 A semismooth Newton-CG algorithm

In this subsection, we briefly describe the semismooth Newton-CG algorithm for solving (4.9). The basic template of the algorithm is given as follows. For simplicity, we drop the outer iteration index $k$.

## Algorithm 4.2 (An inexact semismooth Newton-CG method)

Step 0. Given $\varsigma \in(0,0.5), \eta \in(0,1), \tau_{1}, \tau_{2} \in(0,1)$ and $\rho \in(0,1)$. Choose $y^{0} \in \Re^{p}$.
Step 1. For $j=0,1,2, \ldots$,
Compute

$$
\eta_{j}:=\min \left\{\eta,\left\|\nabla_{y} \theta_{k}\left(y^{j}\right)\right\|^{1+\tau} .\right.
$$

Step 1.1. Apply the PCG method to find an approximation solution $d^{j}$ to

$$
\begin{equation*}
\left(\mathcal{V}_{j}-\epsilon_{j} I\right) d=-\nabla_{y} \theta_{k}\left(y^{j}\right), \tag{4.43}
\end{equation*}
$$

where $\mathcal{V}_{j}=-\lambda_{k}\left(\mathcal{A} \mathcal{V}_{1}^{0} \mathcal{A}^{*}+B^{T} \mathcal{V}_{2}^{0} B\right)$ and $\epsilon_{j}=\tau_{1} \min \left\{\tau_{2},\left\|\nabla_{y} \theta_{k}\left(y^{j}\right)\right\|\right\}$, such that $d^{j}$ satisfies the following condition:

$$
\left\|\left(\mathcal{V}_{j}-\epsilon_{j} I\right) d+\nabla_{y} \theta_{k}\left(y^{j}\right)\right\| \leq \eta_{j}
$$

Step 1.2. Let $m_{j}$ be the smallest nonnegative integer $m$ satisfying

$$
\theta_{k}\left(y^{j}+\rho^{m} d^{j}\right)-\theta_{k}\left(y^{j}\right) \geq \varsigma \rho^{m}\left\langle\nabla_{y} \theta_{k}\left(y^{j}\right), d^{j}\right\rangle .
$$

Set $\alpha_{j}:=\rho^{m_{j}}$ and $y^{j+1}:=y^{j}+\alpha_{j} d^{j}$.

From the structures of $\mathcal{V}_{1}^{0}$ and $\mathcal{V}_{2}^{0}$, we know that $\mathcal{V}$ is always negative semidefinite. Hence $\mathcal{V}-\epsilon_{j} I$ is always negative definite as long as $\nabla_{y} \theta_{k}\left(y^{j}\right) \neq 0$. So, it is reasonable for us to apply the PCG method to solve (4.43). Furthermore, by noting the strong semismoothness of $\Pi_{\mathcal{B}}(\cdot)$ and $\Pi_{\mathcal{Q}^{*}}(\cdot)$, and using a theorem similar to [95, Theorem 3.4], we can easily derive the following convergence result for Algorithm 4.2.

Theorem 4.5. Suppose that the Slater condition holds for (4.7). Then the inexact semismooth Newton-CG algorithm 4.2 is well defined and any accumulation point $\hat{y}$ of $\left\{y^{j}\right\}$ generated by algorithm 4.2 is an optimal solution to the innear subproblem (4.9).

Theorem 4.6. Assume that the Slater condition holds for (4.7). Let $\hat{y}$ be an accumulation point of the infinite sequence $\left\{y^{j}\right\}$ generated by the Newton-CG algorithm for solving (4.9). Suppose that at each step $j \geq 0$, when the PCG algorithm terminates, the tolerance $\eta_{j}$ is achieved, i.e.,

$$
\left\|\left(\mathcal{V}_{j}-\epsilon_{j} I\right) d+\nabla_{y} \theta_{k}\left(y^{j}\right)\right\| \leq \eta_{j}
$$

Assume that the constraint nondegeneracy condition (4.28) holds at $Z^{k}-\lambda_{k}\left(\mathcal{A}^{*}(\hat{y})-\right.$ $\left.A_{0}\right)$. Then the whole sequence $\left\{y^{j}\right\}$ converges to $\hat{y}$ with $\eta$ order convergence rate, i.e.,

$$
\left\|y^{j+1}-\hat{y}\right\|=O\left(\left\|y^{j}-\hat{y}\right\|^{1+\eta}\right)
$$

### 4.3 Numerical issues

In applying the Newton-CG method to solve the innear problem (4.9), the most expensive step is to compute the direction from the linear equation (4.43). As is well known, the basic operation in implementing the PCG method is to calculate the multiplication $V_{0} y$ for any given $y \in \Re^{p}$. With the exception of the trivial case in which $\left\|Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)\right\|_{*} \leq 1$, we know from the analysis in subsection 4.2.1 that a full SVD appears to be necessary.

For a problem in which $m$ is moderate but $n$ is large, the full SVD computation would be expensive and huge memory space is also needed to store the large and dense matrix $V$. However, as explained in [49], this can be done indirectly via an economical SVD and a QR factorization. First, we can compute the economical SVD of $Z^{k}-$ $\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)$ as

$$
Z^{k}-\lambda_{k}\left(\mathcal{A}^{*} y-A_{0}\right)=U \Sigma V_{1}^{T}
$$

and construct $V_{2} \in \Re^{n \times(n-r)}$ by computing the QR factorization of $V_{1}$

$$
V_{1}=Q R:=\left[\begin{array}{ll}
Q_{1} & V_{2}
\end{array}\right] R,
$$

where $Q \in \Re^{n \times n}$ is an orthogonal matrix and $R \in \Re^{n \times r}$ is upper triangular. In the numerical implementation, Householder transformations are used to compute the QR factorization and only the Householder vectors are stored to compute the matrix-vector product involving $V_{2}$. After the SVD is done, one can easily calculate $\mathcal{V}_{0}^{1} H$ via (4.25) for any given $H \in \Re^{m \times n}$ in about $4 n\left(m k_{1}(\sigma)+n k_{1}(\sigma)+m^{2}-k_{1}(\sigma)^{2}\right)$ flops. The above computational complexity shows that our algorithm is able to utilize any low rank or flat rectangular structure of a matrix to reduce the computational cost.

In fact, one can completely avoid the computation of $V_{2}$ by carefully analyzing the structure of (4.25). The part $W_{2}$ in (4.25) is given as follows:

$$
\begin{align*}
{\left[W_{2} V_{2}^{T}\right]_{1: k_{1}(\sigma)} } & :=\left(\left(\Upsilon^{\infty} \mathbf{1}_{n-m}^{T}\right) \circ\left(U_{\beta_{1}}^{T} H V_{2}\right)\right) V_{2}^{T} \\
& =\operatorname{diag}\left(\Upsilon^{\infty}\right) U_{\beta_{1}}^{T} H\left(V_{2} V_{2}^{T}\right) \\
& =\operatorname{diag}\left(\Upsilon^{\infty}\right) U_{\beta_{1}}^{T} H\left(I-V_{1} V_{1}^{T}\right) . \tag{4.44}
\end{align*}
$$

From the above equation, it is obvious that one need not compute $V_{2}$ in order to evaluate $W_{2}$ in (4.25). After the SVD is done, one can easily calculate $\mathcal{V}_{0}^{1} H$ via (4.25) for any given $H \in \Re^{m \times n}$ in about $O\left(k_{1}(\sigma) m n\right)$ flops.

Next, we introduce two diagonal preconditioners to accelerate the convergence of the CG method applied to solve the linear system (4.43). Let $\mathbf{A}$ and $\mathbf{V}$ be the matrix representation of the linear mappings $\mathcal{A}$ and $\mathcal{V}_{1}^{0}$, respectively. Then the coefficient matrix in (4.43) has the following form

$$
W=-\lambda \mathbf{A V A}^{T}-\lambda B_{\mathcal{J}_{1}}^{T} B_{\mathcal{J}_{1}}-\epsilon I .
$$

Note that we have omitted the iteration index for brevity. Let the standard basis in $\Re^{m \times n}$ be $\left\{E_{i j} \in \Re^{m \times n}: 1 \leq i \leq m, 1 \leq n\right\}$, where $E_{i j}$ is the matrix whose $(i, j)$ th entry is one and zero otherwise. The diagonal element of $\mathcal{V}_{1}^{0}$ with respect to the standard basis is given by

$$
\begin{align*}
\mathbf{V}_{(i, j),(i, j)}= & \left\langle\mathcal{V}_{1}^{0} E_{i j}, E_{i j}\right\rangle \\
= & \left((U \circ U) \Lambda^{\infty}(V \circ V)\right)_{i j}-\frac{1}{k_{1}(\sigma)}\left(\left(U_{1}^{\prime} V_{1}^{\prime T}\right) \circ\left(U_{1}^{\prime} V_{1}^{\prime T}\right)\right)_{i j}  \tag{4.45}\\
& +\frac{1}{2}\left\langle H_{i j} \circ H_{i j}^{T}, \Omega^{\infty}-\Gamma^{\infty}\right\rangle,
\end{align*}
$$

where

$$
\Lambda^{\infty}=\left[\begin{array}{cc}
\frac{1}{2}\left(\Omega^{\infty}+\Gamma^{\infty}\right) & \Upsilon^{\infty} \mathbf{1}_{k_{1}(\sigma) \times(n-m)}^{T} \\
\mathbf{0}_{\left(m-k_{1}(\sigma)\right) \times\left(n-k_{2}(\sigma)\right)}
\end{array}\right], \quad H_{i j}=U^{T} E_{i j} V_{1},
$$

and $U_{1}^{\prime}$ and $V_{1}^{\prime}$ are the matrices formed by the first $k_{1}(\sigma)$ columns of $U$ and $V$, respectively. To avoid excessive computational cost, we only calculate the first two terms on the right side of (4.45)

$$
\begin{equation*}
\mathbf{D}_{(i, j),(i, j)}=\left((U \circ U) \Lambda^{\infty}(V \circ V)\right)_{i j}-\frac{1}{k_{1}(\sigma)}\left(\left(U_{1}^{\prime} V_{1}^{\prime T}\right) \circ\left(U_{1}^{\prime} V_{1}^{\prime T}\right)\right)_{i j} \tag{4.46}
\end{equation*}
$$

as a good approximation of (4.45). Thus we propose the following diagonal preconditioner for the coefficient matrix

$$
\begin{equation*}
M=\lambda \operatorname{Diag}\left(\mathbf{A D A}^{T}+B_{\mathcal{J}_{1}}^{T} B_{\mathcal{J}_{1}}\right)+\epsilon I \tag{4.47}
\end{equation*}
$$

Clearly, to use the preconditioner above, we need the explicit form of $V$, which may lead to memory difficulty when $n$ is large. Thus when $n$ is too large for $V$ to be stored explicitly, we just use the following simple diagonal preconditioner

$$
\begin{equation*}
M^{\prime}=\lambda \operatorname{Diag}\left(\mathbf{A A}^{T}+B^{T} B\right)+\epsilon I \tag{4.48}
\end{equation*}
$$

## Chapter 5

## Numerical results of ADM and SNDPPA for matrix norm approximation problems

In this Chapter, we first employ the alternating direction method (ADM) to solve the MNA problem and mainly report the numerical performance of the SNDPPA and the ADM we have implemented to solve four different types of problem. All the codes are written in MATLAB 7.6 and run an Intel 2.10 GHz PC with 4GB memory.

We use $R_{p}, R_{d}$ and gap to denote respectively the primal infeasibility, dual infeasibility and primal-dual relative gap, namely

$$
R_{p}=\frac{\left\|\left[\mathcal{A}^{*} y+X-A_{0} ; \Pi_{Q^{*}}(b-B y)\right]\right\|}{1+\left\|\left[A_{0} ; b\right]\right\|}, \quad R_{d}=\frac{\left\|\mathcal{A} Z+B^{T} w\right\|}{1+\left\|\left[A ; B^{T}\right]\right\|},
$$

and

$$
\text { gap }=\frac{\mid \text { pobj }- \text { dobj } \mid}{1+\mid \text { pobj }|+| \text { dobj } \mid},
$$

where pobj and dobj are the primal and dual objective values, respectively.
In our experiments, we start the ADM from the point $(X, y, z, Z, w)=(0,0,0,0,0)$ and is stopped when

$$
\begin{equation*}
\max \left\{R_{p}, R_{d}\right\}<10^{-6} \tag{5.1}
\end{equation*}
$$

or the maximum number of iterations exceeds 2000. Furthermore, the penalty parameter $\beta$ in the ADM is adjusted according to the following rule dynamically. Starting from the initial value of 10 , we adjust $\beta$ at every fifth step as follows:

$$
\beta_{k+1}= \begin{cases}\min \left(10^{3}, 2 \beta_{k}\right), & \text { if } R_{p}^{k} / R_{d}^{k}<0.1  \tag{5.2}\\ \max \left(10^{-2}, 0.5 \beta_{k}\right), & \text { if } R_{p}^{k} / R_{d}^{k}>10 \\ \beta_{k}, & \text { otherwise }\end{cases}
$$

For the SNDPPA, we first use the proposed ADM to generate a good starting point by running ADM for at most 50 iterations. The ADM is stopped when $\max \left\{R_{p}, R_{d}\right\}<$ $5 \cdot 10^{-3}$. The SNDPPA is stopped when the condition

$$
\max \left\{R_{p}, R_{d}\right\}<10^{-6}
$$
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is met. For each outer iteration, we cap the number of Newton iterations for solving an inner subproblem to 40 . In solving the linear system associated with Newton direction, the maximal number of PCG steps is set as 500 . As the parameter $\lambda$ plays a critical role in the convergence speed of a PPA-based algorithm, we need to tune it carefully. In our implementation, the parameter $\lambda$ is initialized as 10 and updated according to the following rule:

$$
\lambda_{k+1}= \begin{cases}3 \lambda_{k}, & R_{p}^{k+1} / R_{p}^{k}>0.5 \text { and } R_{p}^{k+1}>10^{-4}  \tag{5.3}\\ 2 \lambda_{k}, & R_{p}^{k+1} / R_{p}^{k}>0.5 \text { and } R_{p}^{k+1}<10^{-4} \\ \lambda_{k}, & \text { otherwise },\end{cases}
$$

where $\lambda_{k}$ is the $k$ th value of the penalty parameter.

### 5.1 Random matrix norm approximation

We first consider randomly generated matrix norm approximation problems with/without constraints. In the experiments, the matrices $A_{0}, A_{1}, \ldots, A_{p}$ are generated independently from the multivariate uniform distribution on $[0,1]^{m \times n}$.

In Table 5.1, we report the numerical performance of the SNDPPA and ADM for solving different random matrix approximation instances without constraints. The number of outer iterations (iter), primal infeasibility $\left(R_{p}\right)$, dual infeasibility $\left(R_{d}\right)$, primal objective value (pobj), relative gap (gap), and the CPU time (time) taken are listed in the table. To better understand the performance of the SNDPPA, we also report the number of Newton systems solved (itersub) and the average number PCG steps (pcg) taken to solve each of the systems.

| $p\|m\| n$ | Algo. | it (itersub $\mid$ pcg | pobj $\mid$ gap | $R_{p} \mid R_{d}$ | time |
| :---: | ---: | :--- | :--- | :--- | :--- | ---: |
| $300\|300\| 300$ | PPA | $14(15 \mid 3.9)$ | $9.445159340 \mid 2.8-6$ | $4.4-7 \mid 3.2-8$ | 22.8 |
|  | ADM | 300 | $9.445209380 \mid 4.2-6$ | $9.7-7 \mid 2.5-7$ | 73.8 |
|  | PPA | $17(18 \mid 3.9)$ | $1.229051501 \mid 3.7-6$ | $4.3-7 \mid 2.3-8$ | 117.3 |
|  | ADM | 619 | $1.229055861 \mid 1.9-5$ | $6.8-7 \mid 9.9-7$ | 672.8 |
| $100\|100\| 3000$ | PPA | $16(18 \mid 3.8)$ | $1.838078181 \mid 8.3-6$ | $9.4-7 \mid 4.1-8$ | 31.8 |
|  | ADM | 821 | $1.838079141 \mid 6.5-6$ | $9.9-7 \mid 1.7-7$ | 268.6 |
| $100\|100\| 5000$ | PPA | $16(17 \mid 3.8)$ | $2.310390701 \mid 5.6-6$ | $9.3-7 \mid 4.0-8$ | 56.3 |
|  | ADM | 443 | $2.310405151 \mid 3.2-6$ | $9.9-7 \mid 9.7-7$ | 282.3 |
| $100\|100\| 10000$ | PPA | $18(19 \mid 3.8)$ | $3.167711201 \mid 2.8-6$ | $5.4-7 \mid 1.1-7$ | 127.0 |
|  | ADM | 740 | $3.167748361 \mid 7.4-6$ | $9.5-7 \mid 9.9-7$ | 1096.7 |


| $p\|m\| n$ | Algo. | it (itersub $\mid$ pcg $)$ | pobj $\mid$ gap | $R_{p} \mid R_{d}$ | time |
| :---: | ---: | :--- | :---: | :---: | :---: |
| $100\|100\| 20000$ | PPA | $16(17 \mid 3.8)$ | $4.377044421 \mid 1.2-7$ | $7.3-7 \mid 2.7-9$ | 546.1 |
|  | ADM | 654 | $4.377044131 \mid 9.9-6$ | $4.6-7 \mid 9.9-7$ | 5774.7 |

Table 5.1: Results for unconstrained random matrix norm approximation problems.

As can been observed in Table 5.1, both the ADM and SNDPPA are able to solve the unconstrained random matrix approximation problems to relatively high accuracy. The SNDPPA substantially outperforms the ADM in terms of the CPU time taken to solve the problems. For example, the ADM takes about 1.5 hours to solve the last instance while our SNDPPA solves it in 10 minutes and with a better accuracy. It is worth noting that for the instances with $(p, m)=(100,100)$, the CPU time taken by each iteration of the SNDPPA and ADM increases almost linearly with $n$. But for a solver (say the algorithm in [95]) that attempts to solve (1.1) via the SDP reformulation (1.14), the cost per iteration would grow at least quadratically in $n$. This observation is consistent with the fact mentioned in the previous section that our SNDPPA is capable of exploiting the flat rectangular structure of the matrices involved.

Next, we test the SNDPPA on the MNA problems with constraints. A simple example is to find a convex combination of given matrices $A_{0}, A_{1}, \ldots, A_{p}$ having the minimal spectral norm, i.e.,

$$
\begin{array}{ll}
\min & \left\|A_{0}-\mathcal{A}^{*} y\right\|_{2} \\
\text { s.t. } & \sum_{i=1}^{p} y_{i}=1, \quad y \geq 0 . \tag{5.4}
\end{array}
$$

In what follows, we investigate the performance of the SNDPPA and ADM applied to (6.59) where the matrices $A_{1}, \ldots, A_{p}$ are randomly generated as before.

| $p\|m\| n$ | Algo. | it (itersub $\mid \mathrm{pcg})$ | $\operatorname{pobj} \mid$ gap | $R_{p} \mid R_{d}$ | time |
| ---: | ---: | :--- | :--- | :--- | :--- | ---: |
| $300\|300\| 300$ | PPA | $17(32 \mid 13.0)$ | $9.594092910 \mid 2.7-5$ | $8.0-7 \mid 3.2-8$ | 90.2 |
|  | ADM | 2000 | $9.593099780 \mid 3.8-6$ | $4.2-6 \mid 6.8-6$ | 474.8 |
| $500\|500\| 500$ | PPA | $19(36 \mid 14.7)$ | $1.245376381 \mid 5.1-5$ | $7.3-7 \mid 6.0-7$ | 447.7 |
|  | ADM | 2000 | $1.245564071 \mid 1.2-4$ | $1.1-5 \mid 1.1-5$ | 8822.5 |


| $p\|m\| n$ | Algo. | it (itersub $\mid \mathrm{pcg})$ | $\operatorname{pobj} \mid$ gap | $R_{p} \mid R_{d}$ | time |
| :---: | ---: | :--- | :--- | :--- | :--- | ---: |
| $100\|100\| 3000$ | PPA | $21(27 \mid 4.7)$ | $1.838733101 \mid 3.5-6$ | $5.2-7 \mid 2.4-8$ | 48.4 |
|  | ADM | 2000 | $1.838633041 \mid 1.6-4$ | $7.1-6 \mid 6.7-6$ | 678.3 |
|  | PPA | $18(24 \mid 5.2)$ | $2.310914111 \mid 3.5-6$ | $4.2-7 \mid 2.8-8$ | 78.8 |
|  | ADM | 2000 | $2.310770101 \mid 1.0-4$ | $8.3-6 \mid 2.8-6$ | 1325.5 |
| $100\|100\| 10000$ | PPA | $19(25 \mid 4.7)$ | $3.168038311 \mid 6.2-6$ | $8.7-7 \mid 1.6-8$ | 169.6 |
|  | ADM | 2000 | $3.167988081 \mid 1.0-5$ | $3.0-6 \mid 9.9-7$ | 2957.5 |
| $100\|100\| 20000$ | PPA | $21(25 \mid 3.9)$ | $4.377367201 \mid 2.2-5$ | $7.8-7 \mid 9.3-7$ | 965.3 |
|  | ADM | 2000 | $4.377165251 \mid 6.2-5$ | $4.5-6 \mid 2.1-6$ | 17563.7 |

Table 5.2: Results for the matrix norm approximation problem (6.59).

Table 5.2 lists the numerical results obtained by the SNDPPA and ADM. For this collection of problems, we can easily see the superiority of the SNDPPA over the first order algorithm ADM. While our SNDPPA solves all the tested instances to the accuracy of $10^{-6}$ within 36 semismooth Newton iterations, the ADM fails to achieve the required accuracy even after 2000 iterations. For the problem with $(m, n, p)=$ $(100,20000,100)$, the ADM obtains a solution with the the accuracy in the order of $5 * 10^{-6}$ after running for 4.5 hours while our SNDPPA is able to solve the problem in about 15 mins. As one may deduce from the results in Table 2, the ADM may encounter both computational and accuracy difficulties when constraints are imposed on $y$.

### 5.2 Chebyshev polynomials of matrices

In this subsection, we apply the proposed SNDPPA to compute the Chebyshev polynomials of a given matrix $A$. Since the power basis $I, A, \ldots, A^{t}$ is usually highly ill conditioned, in [83] the authors suggested replacing this basis by a better-conditioned alternative $Q_{1}, Q_{2}, \ldots, Q_{t+1}$ and consider the resulting problem

$$
\begin{equation*}
\min _{y \in \Re^{t}}\left\|Q_{t+1}-\sum_{i=1}^{t} y_{i} Q_{i}\right\|_{2} \tag{5.5}
\end{equation*}
$$

From the solution of (5.5), one can easily compute the coefficients of the Chebyshev polynomials via Theorem 2 in [83]. In our experiments, the test examples are taken
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from Section 6 in [83] and $Q_{1}, Q_{2}, \ldots, Q_{t+1}$ is the orthogonal basis corresponding to the power basis of $A$.

| problem | Algo. | $N \mid t$ | it (itersub \| pcg) | pobj \| gap | $R_{p} \mid R_{d}$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rand | PPA | $500 \mid 50$ | 16(18\|7.7) | 2.19977200-1 \| 3.5-7 | 3.4-7\| 1.8-7 | 46.3 |
|  |  | 1000 \| 100 | 14(15\|8.7) | 1.84595015-1\| 1.4-7 | 2.5-7\| 1.8-7 | 306.1 |
|  | ADM | $500 \mid 50$ | 354 | 2.19977287-1\| 6.2-8 | 3.0-7\| 8.7-7 | 145.0 |
|  |  | 1000 \| 100 | 661 | 1.84594835-1\| 3.1-7 | 1.1-7\| 9.1-7 | 2490.3 |
| Randtri | PPA | $500 \mid 50$ | 6(9\|10.9) | 4.14987173-1\| 8.5-8 | 4.1-8\| 2.7-7 | 27.4 |
|  |  | 1000 \| 100 | 9(12\|13.9) | 3.56518026-1\| 4.8-7 | 3.0-7\| 6.6-7 | 279.9 |
|  | ADM | $500 \mid 50$ | 663 | 4.14987166-1\| 1.4-6 | 7.1-8\| 8.8-7 | 252.9 |
|  |  | 1000 \| 100 | 786 | $3.56517734-1 \mid 1.1-6$ | 7.3-8\| 9.1-7 | 2030.6 |
| Diag | PPA | $500 \mid 50$ | 16(44\|9.3) | 7.20404744-2\| 5.8-8 | 1.4-9\| 9.3-8 | 51.7 |
|  |  | 1000 \| 100 | 15(27\|9.1) | 4.85090599-2\| 1.8-7 | 3.1-8\| 1.1-7 | 264.4 |
|  | ADM | 500\|50 | 2000 | 7.20772064-2\| 3.0-4 | 3.0-5\| 3.6-4 | 308.6 |
|  |  | 1000 \| 100 | 396 | 4.85093725-2 \| 2.7-7 | 4.6-7\| 8.7-7 | 557.5 |
| Bidiag | PPA | $500 \mid 50$ | 11(37\|19.1) | 1.90877134-1\| 6.0-7 | 2.0-7\| 4.1-7 | 85.6 |
|  |  | 1000 \| 100 | 18(80\|38.9) | 1.38036105-1\| 4.6-7 | 2.0-7\| 2.8-7 | 2212.3 |
|  | ADM | $500 \mid 50$ | 1482 | 1.90877146-1\| 2.2-7 | 2.0-7\| 8.8-7 | 364.1 |
|  |  | 1000 \| 100 | 2000 | 1.38036596-1\| 5.4-7 | 1.0-6\| 9.1-7 | 4122.5 |
| Ellipse | PPA | $500 \mid 50$ | 9(14\|3.8) | 5.51257423-2\| 5.5-10 | 1.7-7\| 1.7-9 | 14.2 |
|  |  | 1000 \| 100 | 11(20\|4.4) | 3.90141290-2\| 6.7-11 | 4.7-7\| 4.6-10 | 188.0 |
|  | ADM | $500 \mid 50$ | 269 | 5.51257424-2\| 4.4-7 | 4.7-7\| 8.7-7 | 62.2 |
|  |  | 1000 \| 100 | 370 | 3.90141292-2\| 3.6-7 | 4.8-7\| 5.5-7 | 771.0 |
| Grcar | PPA | $500 \mid 50$ | 17(42\|8.6) | 7.19041068-2\| 6.5-8 | $3.8-7 \mid 3.2-8$ | 57.3 |
|  |  | 1000 \| 100 | 11(25\|8.4) | 5.07326772-2\| 2.5-7 | 4.0-7\| 4.0-7 | 313.0 |
|  | ADM | $500 \mid 50$ | 2000 | $7.19051700-2 \mid$ 2.2-6 | 2.4-6\| 7.3-7 | 547.6 |
|  |  | 1000 \| 100 | 865 | 5.07326793-2\| 9.0-7 | 2.6-7\| 9.1-7 | 2056.3 |
| Lemniscate1 | PPA | $500 \mid 50$ | 2( $2 \mid 1.0)$ | 4.71404521-2\| 4.2-15 | 4.1-10\| 6.0-15 | 3.3 |
|  |  | 1000 \| 100 | 2( $2 \mid 0.5$ ) | 3.33333333-2\| 1.0-14 | 2.5-10\| 5.4-15 | 24.4 |
|  | ADM | $500 \mid 50$ | 17 | 4.71404521-2\| 8.0-6 | $4.2-7 \mid 4.5-14$ | 4.7 |
|  |  | 1000 \| 100 | 17 | 3.33333333-2\| 5.6-6 | 2.9-7\| 1.2-13 | 45.8 |
| Lemniscate2 | PPA | $500 \mid 50$ | 17(78\|9.2) | 8.09231049-2\| 8.7-8 | 2.7-7\| 3.0-7 | 116.5 |
|  |  | 1000 \| 100 | 20(76\|18.3) | 3.33334398-2\| 8.9-7 | 3.6-7\| 1.6-7 | 1231.1 |
|  | ADM | 500\|50 | 1104 | 8.09229960-2\| 3.1-8 | 2.1-7\| 8.7-7 | 315.6 |
|  |  | 1000 \| 100 | 1154 | 3.33337454-2\| 1.8-6 | 4.9-7\| 8.6-7 | 2534.3 |


| problem | Algo. | $N \mid t$ | it (itersub $\mid$ pcg) | pobj \| gap | $R_{p} \mid R_{d}$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilkinson | PPA | $500 \mid 50$ | 14(26\|6.0) | 2.02888114-1\| 3.5-8 | 1.9-7\| 6.9-8 | 27.8 |
|  |  | 1000 \| 100 | 13(29\|7.6) | 1.92544545-1\| 5.8-7 | 1.5-7\| 2.7-7 | 276.9 |
|  | ADM | $500 \mid 50$ | 859 | 2.02888114-1\| 1.2-6 | 5.0-7\| 8.5-7 | 194.0 |
|  |  | 1000 \| 100 | 1723 | 1.92544547-1\| 9.2-8 | 5.8-8\| 9.1-7 | 3487.7 |
| Chebyshev | PPA | $500 \mid 50$ | 10(15\|8.7) | 2.24960671-1\| 2.8-6 | 1.5-7\| 7.2-7 | 23.3 |
|  |  | 1000 \| 100 | 12(18\|11.7) | 2.06618546-1\| 8.8-7 | 3.8-7\| 7.8-7 | 300.4 |
|  | ADM | $500 \mid 50$ | 788 | 2.24960549-1\| 1.3-6 | 3.4-7\| 8.7-7 | 209.3 |
|  |  | 1000 \| 100 | 2000 | 2.06629894-1\| 2.7-4 | 4.8-6\| 2.4-5 | 4030.0 |

Table 5.3: Chebyshev polynomials of matrices.

Table 5.3 shows that for most of the test instances, both the SNDPPA and ADM are capable of obtaining solutions with an accuracy of less than $10^{-6}$. However, for hard examples such as Bidiag(1000), the ADM fails to solve it within 2000 iterations while the SNDPPA succeeds in achieving the required accuracy for all the instances. This illustrates that our SNDPPA performs much more stably than the ADM. Moreover, the SNDPPA is much more efficient than the ADM in terms of computing time. Specifically, the former is about 5 to 10 times faster than the latter. This is not surprising since for most instances, the SNDPPA takes less than 30 semismooth Newton iterations to generate a highly accurate solution and the average number of PCG steps needed to solve each of the Newton systems is less than 15.

### 5.3 FMMC/FDLA Problem

In this subsection, we investigate the numerical performance of the two algorithms for solving the fastest Markov mixing chain (FMMC) and fastest distributed linear averaging (FDLA) problems. We first generate a family of graphs, all with 1000 vertices as follows. First we generate a symmetric matrix $\Re \in \Re^{1000 \in 1000}$, whose entries $R_{i j}$ for $i \leq j$, are independent and uniformly distributed on the interval $[0,1]$.

| $p \mid n$ | Algo. | it (itersub $\mid$ pcg) | pobj \| gap | $R_{p} \mid R_{d}$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3960\| 1000 | PPA | 4(4\|2.0) | 1.000000000 0\| 2.1-15 | 2.0-8\| 0.0-16 | 62.6 |
| FDLA | ADM | 34 | $1.000000000 \mid 1.7-6$ | 7.4-7\| 2.8-8 | 72.0 |
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 APPROXIMATION PROBLEMS| $p \mid n$ | Algo. | it (itersub $\mid$ pcg $)$ | pobj \| gap | $R_{p} \mid R_{d}$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\text { 3960\| } 1000$ <br> FMMC | PPA | 7(7\|3.4) | $1.000000000 \mid 1.5-14$ | 5.2-9\| 0.0-16 | 95.4 |
|  | ADM | 2000 | $1.000000000 \mid 4.3-3$ | 1.7-6\| 1.6-5 | 4154.8 |
| $\text { 8988\| } 1000$ <br> FDLA | PPA | 12(42\|35.1) | 4.49231089-1\| 3.9-4 | 4.3-7\| 6.2-7 | 838.4 |
|  | ADM | 2000 | 4.49650982-1\| 5.8-4 | 6.9-5\| 2.0-5 | 6829.1 |
| $\begin{array}{l\|l\|l\|} \hline 8988 \mid 000 \end{array}$ <br> FMMC | PPA | 16(49\|65.7) | 4.56475004-1\| 3.2-6 | $7.6-7 \mid 8.7-8$ | 2780.8 |
|  | ADM | 2000 | 4.56682293-1\| 3.4-4 | 5.5-6\| 1.7-5 | 7262.0 |
| $\text { 13882\| } 1000$ <br> FDLA | PPA | 12(34\|44.3) | 3.49261397-1\| 3.1-4 | 4.0-7\| 4.3-7 | 1416.1 |
|  | ADM | 2000 | 3.49460210-1\| 3.9-4 | 3.8-5\| 1.9-5 | 7288.6 |
| $\text { 13882\| } 1000$ <br> FMMC | PPA | 19(44\|53.8) | 3.51488679-1\| 3.1-6 | 3.7-7\| 4.6-8 | 2161.3 |
|  | ADM | 2000 | 3.53454384-1\| 1.8-3 | 1.9-4\| 6.1-5 | 7391.8 |
| $\text { 19032\| } 1000$ <br> FDLA | PPA | 10(22\|31.8) | 2.83598169-1\| 1.8-5 | 4.4-7\| 1.1-7 | 767.1 |
|  | ADM | 2000 | 2.84265573-1\| 2.8-3 | 5.4-5\| 6.0-5 | 7726.7 |
| 19032\|1000 <br> FMMC | PPA | 14(42\|46.7) | 2.84032758-1\| 2.2-6 | 5.8-7\| 1.5-8 | 1991.3 |
|  | ADM | 2000 | 2.84198686-1\| 1.2-3 | 9.9-6\| 3.0-5 | 7599.6 |
| 24094\|1000 <br> FDLA | PPA | 11(18\|31.6) | 2.45400905-1\| 8.7-5 | 5.0-7\| 1.6-7 | 640.4 |
|  | ADM | 2000 | 2.45475940-1\| 6.3-4 | 4.1-6\| 2.6-5 | 7141.7 |
| $\begin{aligned} & \hline 24094 \mid 1000 \\ & \hline \end{aligned}$ <br> FMMC | PPA | 16(36\|83.2) | 2.45692830-1\| 1.9-7 | 3.7-7\| 9.9-9 | 2892.0 |
|  | ADM | 2000 | 2.85592249-1\| 1.4-1 | $3.5-4 \mid 2.7-4$ | 7494.2 |
| 29170\|1000 <br> FDLA | PPA | 14(15\|15.0) | 2.17515735-1\| 3.2-6 | 9.3-7\| 6.2-8 | 354.0 |
|  | ADM | 2000 | 2.17595850-1\| 4.1-4 | 1.5-5\| 2.0-5 | 7599.6 |
| $29170 \mid 1000$ <br> FMMC | PPA | 18(36\|54.7) | 2.17715035-1\| 4.1-7 | 9.4-7\| 3.4-9 | 2116.8 |
|  | ADM | 2000 | 2.17985919-1\| 9.2-4 | 3.4-5\| 2.9-5 | 8705.7 |

Table 5.4: Performance of the SNDPPA and ADM for FMMC/FDLA problems on random connected graphs.

As we can see clearly, our SNDPPA outperforms the ADM both in the sense of accuracy and CPU time. While our SNDPPA is able to achieve the required accuracy of less than $10^{-6}$ for all the test examples, the adm only succeed to achieve this accuracy for the first instance. Moreover, the relative gap obtained by the ADM is of the order $10^{-3}$ to $10^{-3}$, which is substantially lower than that obtained by the SNDPPA.

The following tested graph instances are taken from the University of Florida sparse matrix collection [18] but some are slightly modified to make them connected. The data set is available at: http://www2.research.att.com/~gyifanhu/GALLERY/ GRAPHS/search.html.
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| problem | $p \mid n$ | Algo. | it (itersub $\mid$ pcg $)$ | pobj $\mid$ gap | $R_{p} \mid R_{d}$ | time |
| ---: | ---: | ---: | :--- | :--- | :---: | ---: |
| FDLA-Cage | $2562 \mid 366$ | PPA | $4(6 \mid 1.7)$ | $4.58554209-1 \mid 9.2-6$ | $6.8-7 \mid 3.0-9$ | 5.5 |
|  |  | ADM | 2000 | $4.75216058-1 \mid 3.4-1$ | $1.1-3 \mid 1.3-3$ | 231.8 |
| FMMC-Cage | $2562 \mid 366$ | PPA | $5(6 \mid 1.7)$ | $4.58545022-1 \mid 5.7-7$ | $4.1-8 \mid 7.6-10$ | 4.4 |
|  |  | ADM | 2000 | $5.87384195-1 \mid 4.1-1$ | $7.0-5 \mid 1.5-3$ | 198.0 |


| FDLA-Erdos981 | $1381 \mid 485$ | PPA | $6(6 \mid 2.7)$ | 1.00000000 | $0 \mid 2.3-14$ | $0.0-8 \mid 0.0-16$ | 6.6 |
| :--- | ---: | ---: | :--- | ---: | ---: | ---: | ---: |
|  |  | ADM | 20 | 1.00000000 | $0 \mid 3.7-5$ | $7.1-7 \mid 3.0-8$ | 5.5 |
| FMMC-Erdos981 | $1381 \mid 485$ | PPA | $7(9 \mid 4.0)$ | 1.00000000 | $0 \mid 1.1-7$ | $0.0-9 \mid 4.5-9$ | 10.2 |
|  |  | ADM | 2000 | $1.000011170 \mid 1.3-3$ | $3.9-5 \mid 1.8-5$ | 777.8 |  |


| FDLA- <br> NotreDame_yeast | 2203\| 2114 | PPA | 11(15\|4.1) | $1.000000000 \mid 4.6-14$ | 0.0-9\| 0.0-16 | 1395.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ADM | 97 | $1.000000000 \mid 3.5-13$ | 5.8-7\| 1.3-8 | 2562.1 |
| FMMC- <br> NotreDame_yeast | 2203\| 2114 | PPA | 8( 8\|3.0) | $1.000000000 \mid 2.0-12$ | 0.0-8\| 0.0-16 | 741.1 |
|  |  | ADM | 2000 | 1.00002029 0\| 6.7-3 | 7.5-6\| 2.4-5 | 49781.3 |
| FDLA-G46 | 9990\| 1000 | PPA | 10(32\|31.1) | 4.17341777-1\| 6.0-6 | 4.2-7\| 2.8-7 | 590.0 |
|  |  | ADM | 429 | 4.17346539-1\| 9.4-5 | 7.2-7\| 9.9-7 | 971.6 |
| FMMC-G46 | 9990\| 1000 | PPA | 12(30\|38.5) | 4.19935830-1\| 1.9-6 | 8.4-7\| 4.4-8 | 629.5 |
|  |  | ADM | 2000 | 4.21142429-1\| 9.8-4 | 1.2-4\| 6.2-5 | 4228.1 |


| FDLA-G15 | $4661 \mid 800$ | PPA | $15(39 \mid 36.4)$ | $7.31904357-1 \mid 7.2-5$ | $9.4-7 \mid 4.3-7$ | 484.3 |
| ---: | ---: | ---: | :--- | :--- | :--- | :--- | ---: |
|  |  | ADM | 1122 | $7.31899758-1 \mid 4.1-4$ | $3.7-7 \mid 9.9-7$ | 1345.1 |
| FMMC-G15 | $4661 \mid 800$ | PPA | $14(72 \mid 92.0)$ | $7.85245424-1 \mid 8.5-5$ | $6.4-7 \mid 3.8-7$ | 1520.4 |
|  |  | ADM | 2000 | $7.86626977-1 \mid 1.1-3$ | $4.6-6 \mid 3.6-5$ | 2418.5 |


| FDLA-G43 | 9990\| 1000 | PPA | 11(51\|39.7) | 4.21305708-1\| 1.5-5 | 4.7-7\| 1.1-7 | 1279.3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ADM | 490 | 4.21308585-1\| 1.6-4 | 5.3-7\| 9.9-7 | 1216.9 |
| FMMC-G43 | 9990\| 1000 | PPA | 16(49\|59.7) | 4.25983919-1\| 4.2-7 | 4.6-7\| 2.6-8 | 1637.9 |
|  |  | ADM | 2000 | 4.26209610-1\| 8.5-4 | 6.3-6\| 3.3-5 | 4808.9 |
| FDLA-G54 | 5916\| 1000 | PPA | 13(55\|51.3) | 7.32246398-1\| 1.9-4 | 5.8-7\| 8.0-7 | 1877.5 |
|  |  | ADM | 2000 | 7.33611791-1\| 2.0-4 | 7.8-5\| 2.9-5 | 5402.2 |
| FMMC-G54 | 5916\| 1000 | PPA | 15(71\|75.6) | 7.86520590-1\| 2.5-5 | 7.1-7\| 1.5-7 | 2847.4 |
|  |  | ADM | 2000 | 7.88923019-1\| 1.7-3 | 4.2-6\| 3.5-5 | 5227.8 |


| FDLA-G3 | $19176 \mid 800$ | PPA | $11(16 \mid 31.8)$ | $2.40597734-1 \mid 3.2-4$ | $9.3-7 \mid 9.6-7$ | 208.7 |
| ---: | ---: | ---: | :--- | :--- | :--- | :--- |
|  |  | ADM | 2000 | $2.41026286-1 \mid 3.9-4$ | $1.1-4 \mid 5.3-6$ | 2407.0 |
| FMMC-G3 | $19176 \mid 800$ | PPA | $16(24 \mid 43.7)$ | $2.40914608-1 \mid 2.4-7$ | $5.4-7 \mid 1.0-8$ | 388.9 |
|  |  | ADM | 2000 | $2.41009134-1 \mid 8.7-4$ | $5.4-6 \mid 3.0-5$ | 2445.3 |

Table 5.5: Performance of the SNDPPA and ADM for FMMC/FDLA problems on connected graphs.

Table 5.5 shows that our SNDPPA is able to achieve the required accuracy of less than $10^{-6}$ for all the test examples. However, by comparing the results for FMMC/FDLA with those for random matrix approximation and Chebyshev polynomial problems, we see that the SNDPPA is slower for the former cases. This behavior is understandable because for FMMC/FDLA problems, the average PCG steps taken to compute the Newton directions and the total number of semismooth Newton iterations are significantly larger. For the FMMC problem, it is also not surprising that the ADM fails to obtain solutions with the desired accuracy after 2000 iterations for all the instances. In fact, the ADM can only obtain an approximate solution with the accuracy in the order $10^{-4}$ to $10^{-5}$ for about $50 \%$ of the instances and the relative gap in the order $10^{-3}$ to $10^{-4}$ for most computed examples.

## Chapter 6

## A squared smoothing Newton method

### 6.1 Introduction

In this section, we briefly review the squared smoothing Newton method for the nonsmooth equations $F(x)=0$, where $F: \Re^{n} \rightarrow \Re^{n}$ is a locally Lipschitz continuous function. Then, we apply this method to solving the equivalent nonsmooth equation reformulation of the matrix norm approximation problems.

The feature of smoothing methods is to construct a smoothing approximation function $G_{u}: \Re_{++} \times \Re^{n} \rightarrow \Re^{n}$ of $F$ such that for $\varepsilon>0, G_{u}(\varepsilon, \cdot)$ is continuously differentiable on $\Re^{n}$ and for any $x \in \Re^{n}$,

$$
\left\|G_{u}(\varepsilon, x)-F(x)\right\| \rightarrow 0, \text { as } \varepsilon \downarrow 0
$$

and then to find a solution of $F(x)=0$ by solving a sequential smooth equations for a positive sequence $\left\{\varepsilon^{k}\right\}, k=0,1,2, \ldots$,

$$
G_{u}\left(\varepsilon^{k}, x\right)=0 .
$$

With the $k$ th iterate $\left(\varepsilon^{k}, x^{k}\right)$, a natural idea to generate $x^{k+1}$ is via

$$
\begin{equation*}
x^{k+1}=x^{k}-t_{k}\left[\left(G_{u}\right)_{x}{ }^{\prime}\left(\varepsilon^{k}, x^{k}\right)\right]^{-1} F\left(x^{k}\right), \tag{6.1}
\end{equation*}
$$

where $\varepsilon^{k}>0,\left(G_{u}\right)_{x}{ }^{\prime}\left(\varepsilon^{k}, x^{k}\right)$ is the derivative of $G$ with respect to $x$ at $\left(\varepsilon^{k}, x^{k}\right)$ and $t_{k}>0$ is the stepsize. The smoothing Newton method (6.1) has attracted much attention from lots of researchers, see $[15,65,66]$ and references therein. Under certain conditions depending strongly on the Jacobian consistency property, they proved that each accumulation point is a solution of $F(x)=0$. In [68], the authors proposed a class of squared smoothing Newton method to solve the nonsmooth equation $F(x)=0$ and established its convergence without the Jacobian consistency property condition. Define the operator $E: \Re \times \Re^{n} \rightarrow \Re^{n+1}$ by

$$
E_{u}(\varepsilon, x):=\left[\begin{array}{c}
\varepsilon \\
G_{u}(\varepsilon, x)
\end{array}\right]
$$

for any $(\varepsilon, x) \in \Re \times \Re^{n}$. Let $\phi_{u}$ be the merit function associated with $E_{u}$, i.e.,

$$
\phi_{u}(\varepsilon, x):=\left\|E_{u}(\varepsilon, x)\right\|^{2} .
$$

Choose $r \in(0,1)$. Let

$$
\psi_{u}(\varepsilon, x):=r \min \left\{1, \phi_{u}(\varepsilon, x)\right\} .
$$

The the smoothing Newton method [68] can be briefly descried as follows.

## Algorithm 6.1 (A squared smoothing Newton method)

Step 0. Choose $\hat{\varepsilon} \in(0,+\infty)$ such that $\delta:=r \hat{\varepsilon}<1$. Select constants $\rho \in(0,1)$ and $\sigma \in(0,1 / 2)$. Let $\varepsilon^{0}:=\hat{\varepsilon}$ and $x^{0} \in \Re^{n}$ be an arbitrary point. $k:=0$.

Step 1. If $E_{u}\left(\varepsilon^{k}, x^{k}\right)=0$ then stop. Otherwise, compute $\beta_{k}:=\psi_{u}\left(\varepsilon^{k}, x^{k}\right)$.
Step 2. Solving the following equation

$$
E_{u}\left(\varepsilon^{k}, x^{k}\right)+E_{u}^{\prime}\left(\varepsilon^{k}, x^{k}\right)\left[\begin{array}{c}
\Delta \varepsilon^{k}  \tag{6.2}\\
\Delta x^{k}
\end{array}\right]=\left[\begin{array}{c}
\beta_{k} \hat{\varepsilon} \\
0
\end{array}\right]
$$

where $\Delta \varepsilon^{k}:=-\varepsilon^{k}+\beta_{k} \hat{\varepsilon}$.
Step 3. Let $l_{k}$ be the smallest nonnegative integer $l$ satisfying

$$
\begin{equation*}
\phi_{u}\left(\varepsilon^{k}+\rho^{l_{k}} \Delta \varepsilon^{k}, x^{k}+\rho^{l} \Delta x^{k}\right) \leq\left[1-2 \sigma(1-\sigma) \rho^{l}\right] \phi_{u}\left(\varepsilon^{k}, x^{k}\right) . \tag{6.3}
\end{equation*}
$$

Define

$$
\left(\varepsilon^{k+1}, x^{k+1}\right):=\left(\varepsilon^{k}+\rho^{l_{k}} \Delta \varepsilon^{k}, x^{k}+\rho^{l_{k}} \Delta x^{k}\right) .
$$

Step 4. Replace $k$ by $k+1$ and go to Step 1.

Let $\mathcal{K}$ be the epigraph cone of the spectral norm, i.e., $\mathcal{K}=\left\{(t, X) \mid t \geq\|X\|_{2}\right\}$. Introducing an auxiliary scalar $t \in \Re$, we can rewrite the matrix norm approximation problem (1.1) as

$$
\begin{array}{ll}
\min & t \\
\text { s.t. } & \mathcal{A}^{*} y+X=A_{0},  \tag{6.4}\\
& B y \in b+Q,(t, X) \in \mathcal{K} .
\end{array}
$$

Assume the strong duality holds for the problem (6.4) and its dual and there exists at least one saddle point. Then solving the MNA problem is equivalent to the following KKT system:

$$
\left\{\begin{array}{l}
(t, X)=\Pi_{\mathcal{K}}(t-1, X+Z)  \tag{6.5}\\
\mathcal{A} Z+B^{T} w=0 \\
\mathcal{A}^{*} y+X=A_{0} \\
B_{1} y=b_{1} \\
w_{2}=\Pi_{\Re_{+}^{n_{2}}}\left(w_{2}-B_{2} y+b_{2}\right)
\end{array}\right.
$$

where $Z$ and $w$ are Lagrangian multipliers; $w^{T}=\left[w_{1}^{T} w_{2}^{T}\right]$ with $w_{1} \in \Re^{n_{1}}$ and $w_{2} \in$ $\Re^{n_{2}}$. Write $W^{T}=\left[t X^{T} y^{T} Z^{T} w^{T}\right]$ and let

$$
T(\varepsilon, W)=\left[\begin{array}{l}
(t, X)-G(\varepsilon, t-1, X+Z)  \tag{6.6}\\
\mathcal{A} Z+B^{T} w \\
\mathcal{A}^{*} y+X-\mathcal{A}_{0} \\
B_{1} y-b_{1} \\
w_{2}-H_{u}\left(\varepsilon, w_{2}-B_{2} y+b_{2}\right)
\end{array}\right]
$$

Redefine the operator $E: \Re \times \Re^{m \times n} \times \Re^{m \times n} \times \Re^{n} \times \Re^{p}$ by

$$
E_{u}(\varepsilon, W):=\left[\begin{array}{c}
\varepsilon \\
T(\varepsilon, W)
\end{array}\right]
$$

Let $\phi_{u}$ be the merit function associated with $E_{u}$, i.e.,

$$
\phi_{u}(\varepsilon, W):=\left\|E_{u}(\varepsilon, W)\right\|^{2}
$$

Choose $r \in(0,1)$. Let

$$
\psi_{u}(\varepsilon, W):=r \min \left\{1, \phi_{u}(\varepsilon, W)\right\}
$$

Thus the smoothing Newton algorithm 6.1 can be directly applied to solve the KKT system (6.5), which byproduct solves the MNA problem (1.1).

Remark 6.1. Up to now, a lot of variants of smoothing Newton methods have been proposed to solve nonsmooth equations. Most of them can be easily extended to solve the problem (1.1). For instance, the inexact smoothing Newton method developed in [31].

### 6.2 The Newton systems

For given $(\varepsilon, t, X) \in \Re_{++} \times \Re \times \Re^{m \times n}$, let $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$ denote the partial derivatives of $G(\cdot, \cdot, \cdot)$ with respect to the last two variables and the first argument at $(\varepsilon, t, X)$, respectively. We first claim that the linear system $\mathcal{J}_{1}\left[t_{1}, Y\right]=\left[t_{2}, X\right]$ has a unique solution. Suppose $X$ admits the following singular value decomposition:

$$
X=U[\operatorname{Diag}(\sigma) 0] V^{T}
$$

where $\sigma=\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right]^{T}$ and $U \in \Re^{m \times m}$ and $V \in \Re^{n \times}$ are orthogonal matrices. Let $\tilde{Y}=U^{T} Y V$ and $\tilde{X}=U^{T} X V$. Let $y(\cdot, \cdot, \cdot), s(\cdot, \cdot, \cdot)$ and $H(\cdot, \cdot, \cdot)$ be defined by (2.22). Denote by $h^{\prime}$ and $g^{\prime}$ the partial Jacobian of $s(\cdot, \cdot, \cdot)$ and $y(\cdot, \cdot, \cdot)$ with respect to the last two variables at the point $(\varepsilon, t, \sigma)$, respectively. For $\sigma_{i} \neq \sigma_{j}$, we write

$$
g_{i j}^{-}=\frac{y_{i}-y_{j}}{\sigma_{i}-\sigma_{j}}
$$

and

$$
g_{i j}^{+}=\frac{y_{i}+y_{j}}{\sigma_{i}+\sigma_{j}}
$$

for $\sigma_{i} \sigma_{j} \neq 0$. Let $u_{1}>u_{2}>\ldots>u_{r}>u_{r+1}=0$ be the distinct singular values of $X$. Define $a_{k}:=\left\{i \mid \sigma_{i}=u_{k}\right\}$. By Proposition 2.4 (ii), it holds that

$$
\left\{\begin{array}{l}
t_{2}=h^{\prime}\left[t_{1} ; \operatorname{diag}(\tilde{Y})\right]  \tag{6.7}\\
\tilde{X}=\left[\Omega \circ S\left(\tilde{Y}_{1}\right)+\Gamma \circ T\left(\tilde{Y}_{1}\right)+\operatorname{Diag}\left(g^{\prime}\left[t_{1} ; \operatorname{diag}(\tilde{Y})\right]\right), \mathcal{F} \circ \tilde{Y}_{2}\right]
\end{array}\right.
$$

where $\tilde{Y}=\left[\begin{array}{ll}\tilde{Y}_{1} & \tilde{Y}_{2}\end{array}\right]$ with $\tilde{Y}_{1} \in \Re^{m \times m}$ and $\tilde{Y}_{2} \in \Re^{m \times(n-m)} ; \Omega, \Gamma$ and $\mathcal{F}$ are defined by (2.4)-(2.7). We consider the following five cases.

Case 1: $i \in a_{k_{1}}, j \in a_{k_{2}}$, where $1 \leq k_{1} \neq k_{2} \leq r$. In this case, it follows from (6.7) that

$$
\left\{\begin{array}{c}
\tilde{X}_{i j}=\frac{1}{2} g_{i j}^{-}\left(\tilde{Y}_{i j}+\tilde{Y}_{j i}\right)+\frac{1}{2} g_{i j}^{+}\left(\tilde{Y}_{i j}-\tilde{Y}_{j i}\right)  \tag{6.8}\\
\tilde{X}_{j i}=\frac{1}{2} g_{i j}^{-}\left(\tilde{Y}_{i j}+\tilde{Y}_{j i}\right)+\frac{1}{2} g_{i j}^{+}\left(\tilde{Y}_{j i}-\tilde{Y}_{i j}\right)
\end{array} .\right.
$$

Then solving the linear equation directly yields that

$$
\begin{equation*}
\tilde{Y}_{i j}=\frac{\left(g_{i j}^{-}+g_{i j}^{+}\right) \tilde{X}_{i j}-\left(g_{i j}^{-}-g_{i j}^{+}\right) \tilde{X}_{j i}}{2 g_{i j}^{-} g_{i j}^{+}} \tag{6.9}
\end{equation*}
$$

Case 2: $i \in a_{k}, j \in a_{k}$, where $i \neq j$ and $1 \leq k \leq r$. Let

$$
\eta_{k}=g_{i(i+1)}^{\prime}-g_{i(j+1)}^{\prime}
$$

and

$$
g_{i j}^{+}=\frac{y_{i}+y_{j}}{\sigma_{i}+\sigma_{j}}=\frac{y_{i}}{\sigma_{i}} .
$$

By equation (6.7), it follows that

$$
\left\{\begin{array}{l}
\tilde{X}_{i j}=\frac{1}{2} \eta_{k}\left(\tilde{Y}_{i j}+\tilde{Y}_{j i}\right)+\frac{1}{2} g_{i j}^{+}\left(\tilde{Y}_{i j}-\tilde{Y}_{j i}\right),  \tag{6.10}\\
\tilde{X}_{j i}=\frac{1}{2} \eta_{k}\left(\tilde{Y}_{i j}+\tilde{Y}_{j i}\right)+\frac{1}{2} g_{i j}^{+}\left(\tilde{Y}_{j i}-\tilde{Y}_{i j}\right) .
\end{array}\right.
$$

Then solving directly the linear equations above yield that

$$
\begin{equation*}
\tilde{Y}_{i j}=\frac{\left(\eta_{k}+g_{i j}^{+}\right) \tilde{X}_{i j}-\left(\eta_{k}-g_{i j}^{+}\right) \tilde{X}_{j i}}{2 \eta_{k} g_{i j}^{+}} \tag{6.11}
\end{equation*}
$$

Case 3: $i \in a_{k}, j \in a_{r+1} \cup\{m+1, m+2, \ldots, n\}$ or $i \in a_{r+1}, j \in a_{k}$, where $1 \leq k \leq r$. In this case, we know from (6.7) that

$$
\begin{equation*}
\tilde{X}_{i j}=\frac{y_{i}}{\sigma_{i}} \tilde{Y}_{i j} \tag{6.12}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\tilde{Y}_{i j}=\frac{\sigma_{i} \tilde{X}_{i j}}{y_{i}} . \tag{6.13}
\end{equation*}
$$

Case 4: $i \in a_{r+1}, j \in a_{r+1} \cup\{m+1, m+2, \ldots, n\}$. Similarly, it follows easily from (6.7) that

$$
\begin{equation*}
\tilde{Y}_{i j}=\frac{\tilde{X}_{i j}}{g_{i(i+1)}^{\prime}} . \tag{6.14}
\end{equation*}
$$

Case 5: $i=j \in a_{k}$, where $1 \leq k \leq r$. In this case, by (6.7), it is easy to establish that

$$
\left(\begin{array}{l}
t_{2}  \tag{6.15}\\
\tilde{X}_{11} \\
\tilde{X}_{22} \\
\vdots \\
\tilde{X}_{l l}
\end{array}\right)=\left[\begin{array}{l}
g^{\prime} \\
h^{\prime}
\end{array}\right]_{d d}\left(\begin{array}{l}
t_{1} \\
\tilde{Y}_{11} \\
\tilde{Y}_{22} \\
\vdots \\
\tilde{Y}_{l l}
\end{array}\right)
$$

where $d=\{1,2, \ldots, l+1\}$ and $l=\left|a_{1}\right|+\left|a_{2}\right|+\ldots+\left|a_{r}\right|$. By Proposition 2.11, we know the symmetric matrix $\left[\begin{array}{c}g^{\prime} \\ h^{\prime}\end{array}\right]_{d d}$ is positive definite and thus nonsingular. Hence, it holds that

$$
\left(\begin{array}{l}
t_{1}  \tag{6.16}\\
\tilde{Y}_{11} \\
\tilde{Y}_{22} \\
\vdots \\
\tilde{Y}_{l l}
\end{array}\right)=\left[\begin{array}{l}
g^{\prime} \\
h^{\prime}
\end{array}\right]_{d d}^{-1}\left(\begin{array}{l}
t_{2} \\
\tilde{X}_{11} \\
\tilde{X}_{22} \\
\vdots \\
\tilde{X}_{l l}
\end{array}\right) .
$$

Remark 6.2. By similar analysis, for given $\left(t_{2}, X\right) \in \Re \times \Re^{m \times n}$, it is not difficult to show the following system

$$
\left[\begin{array}{c}
t_{1} \\
0
\end{array}\right]-\mathcal{J}_{1}\left[\begin{array}{c}
t_{1} \\
Y
\end{array}\right]=\left[\begin{array}{c}
t_{2} \\
X
\end{array}\right]
$$

also has a unique solution. To simplify the later discussion, we write this solution as

$$
\left(t_{1}, Y\right)=\left[\begin{array}{l}
\mathcal{P}_{1} \\
\mathcal{P}_{2}
\end{array}\right]\left(t_{2}, X\right)
$$

With the above preparation, we are ready to prove the nonsingularity of the Newton system (6.2) in Algorithm 6.1.

Proposition 6.1. Suppose $A_{1}, \cdots, A_{p}$ are linearly independent and $B$ has full row rank. Then for any $W=(\varepsilon, t, X, y, Z, w) \in \Re \times \Re^{m \times n} \times \Re^{m \times n} \times \Re^{q} \times \Re^{p}$ with $\varepsilon \neq 0$, $E_{u}^{\prime}(W)$ is nonsingular.

Proof. Suppose there exists $(\Delta \varepsilon, \Delta t, \Delta X, \Delta y, \Delta Z, \Delta w) \in \Re \times \Re^{m \times n} \times \Re^{m \times n} \times \Re^{q} \times$ $\Re^{p}$ such that

$$
E_{u}^{\prime}(\varepsilon, W)(\Delta \varepsilon, \Delta t, \Delta X, \Delta y, \Delta Z, \Delta w)=0
$$

i.e.,

$$
\left\{\begin{array}{l}
\Delta \varepsilon=0  \tag{6.17}\\
(\Delta t, \Delta X)=\mathcal{J}_{1}(\Delta t, \Delta X+\Delta Z)+\mathcal{J}_{2} \Delta \varepsilon \\
\mathcal{A} \Delta Z+B^{T} \Delta w=0 \\
\mathcal{A}^{*} \Delta y+\Delta X=0 \\
B_{1} \Delta y=0 \\
\Delta w_{2}=\mathcal{J}_{3}\left(\Delta w_{2}-B_{2} \Delta y\right)+\mathcal{J}_{4} \Delta \varepsilon
\end{array}\right.
$$

where $\mathcal{J}_{3}$ and $\mathcal{J}_{4}$ are the partial Jacobian of $H_{u}(\cdot, \cdot)$ with respect to the first and second variable at the point $\left(\varepsilon, w_{2}-B_{2} y+b_{2}\right)$. Since $\Delta \varepsilon=0$, it follows from the second equality in (6.17) that

$$
(0, \Delta Z)=\left(\mathcal{J}^{-1}-\mathcal{I}\right)(\Delta t, \Delta X)
$$

By the discussion on $\mathcal{J}_{1}^{-1}$ above and Proposition 2.11 and 2.12 , it can be verify easily that $\langle\Delta X, \Delta Z\rangle \geq 0$; furthermore, $\Delta X=\Delta Z=0$ if and only if $\Delta X$ is orthogonal to
$\Delta Z$. Using the last equality of (6.17), we know there exists a diagonal matrix $M$ with nonnegative diagonal entries such that $\Delta w_{2}=-M\left(B_{2} \Delta y\right)$. Hence, it holds

$$
\begin{align*}
\langle\Delta X, \Delta Z\rangle & =-\left\langle\mathcal{A}^{*} \Delta y, \Delta Z\right\rangle \\
& =-\langle\Delta y, \mathcal{A} \Delta Z\rangle \\
& =\left\langle\Delta y, B_{1}^{T} \Delta w_{1}+B_{2}^{T} \Delta w_{2}\right\rangle \\
& =\left\langle B_{1} \Delta y, w_{1}\right\rangle+\left\langle B_{2} \Delta y, \Delta w_{2}\right\rangle \\
& =-\left\langle B_{1} \Delta y, M B_{1} \Delta y\right\rangle \\
& \leq 0, \tag{6.18}
\end{align*}
$$

which implies the orthogonality of $\Delta X$ and $\Delta Z$. This shows $\Delta X=\Delta Z=0$ and therefore $\Delta t=0$. Moreover since $A_{1}, A_{2}, \cdots, A_{p}$ are linearly independent and $B$ has full row rank, we have $\Delta y=0$ and $\Delta w=0$. This means the linear system (6.17) has only zero solution and the proposition follows.

Note that the Newton system (6.2) is equivalent to

$$
\left\{\begin{array}{l}
\Delta \varepsilon^{k}=-\varepsilon^{k}+\beta \hat{\varepsilon}  \tag{6.19}\\
\left(\Delta t^{k}, \Delta X^{k}\right)-\mathcal{J}_{1}\left(\Delta t^{k}, \Delta X^{k}+\Delta Z^{k}\right)=\delta_{1} \\
\mathcal{A} \Delta Z^{k}+B^{T} \Delta w^{k}=\delta_{2} \\
\mathcal{A}^{*} \Delta y^{k}+\Delta X^{k}=\delta_{3} \\
B_{1} \Delta y^{k}=\delta_{4} \\
\Delta w_{2}^{k}-\mathcal{J}_{3}\left(\Delta w_{2}^{k}-B_{2} \Delta y^{k}\right)=\delta_{5}
\end{array}\right.
$$

where $\delta_{1}=\mathcal{J}_{2} \Delta \varepsilon^{k}+G\left(\varepsilon^{k}, t^{k}-1, X^{k}+Z^{k}\right)-\left(t^{k}, X^{k}\right), \delta_{2}=-\mathcal{A} Z^{k}-B^{T} w^{k}$, $\delta_{3}=-\mathcal{A}^{*} y^{k}-X^{k}, \delta_{4}=-B_{1} y^{k}$ and $\delta_{5}=\mathcal{J}_{4} \Delta \varepsilon^{k}+H_{u}\left(\varepsilon^{k}, w_{2}^{k}-B_{2} y^{k}\right)-w_{2}^{k}$. By direct computation applied to (6.19) yields

$$
\left\{\begin{array}{l}
\Delta X^{k}=\delta_{3}-\mathcal{A}^{*} \Delta y_{k}  \tag{6.20}\\
{\left[\begin{array}{c}
\Delta t^{k} \\
\Delta Z^{k}
\end{array}\right]=\left[\begin{array}{l}
\mathcal{P}_{1} \\
\mathcal{P}_{2}
\end{array}\right]\left[\left(\mathcal{J}_{1}-I\right)\left[\begin{array}{l}
0 \\
\Delta X^{k}
\end{array}\right]+\delta_{1}\right]} \\
\Delta w_{2}^{k}=\left(I-\mathcal{J}_{3}\right)^{-1}\left[-\mathcal{J}_{3} B_{2} \Delta y^{k}+\delta_{5}\right] \\
\mathcal{A} \Delta Z^{k}+B^{T} \Delta w^{k}=\delta_{2} \\
B_{1} \Delta y^{k}=\delta_{4}
\end{array}\right.
$$

Define the linear operator $\chi_{1}(\cdot)$ by

$$
\chi_{2}(X):=\mathcal{P}_{2}\left(\mathcal{J}_{1}-I\right)\left[\begin{array}{l}
0 \\
X
\end{array}\right], \quad \forall X \in \Re^{m \times n}
$$

Substituting the first three equalities into the last two equalities, we can easily deduce that

$$
\left\{\begin{array}{l}
{\left[\mathcal{A} \chi_{2} \mathcal{A}^{*}+B_{2}^{T}\left(I-\mathcal{J}_{3}\right)^{-1} \mathcal{J}_{3} B_{2}\right] \Delta y^{k}-B_{1}^{T} \Delta w_{1}^{k}=\delta_{6}}  \tag{6.21}\\
B_{1} \Delta y^{k}=\delta_{4}
\end{array}\right.
$$

where

$$
\delta_{6}=\mathcal{A}\left(\chi_{2} \delta_{3}+\mathcal{P}_{2} \delta_{1}\right)+B_{2}^{T}\left(I-\mathcal{J}_{3}\right)^{-1} \delta_{5}-\delta_{2} .
$$

Now, we are ready to describe clearly the procedure for solving the Newton system in the smoothing Newton method.

## Algorithm 6.2: Solving Newton system (6.2)

Step 1. Computer $\Delta \varepsilon^{k}=-\varepsilon^{k}+\beta \hat{\varepsilon}$.
Step 2. Compute $\Delta y^{k}$ and $\Delta w_{2}^{k}$ from (6.21) (in fact this is the Schur complement equation of the original Newton system).

Step 3. Computer $\Delta X^{k}, \Delta t^{k}, \Delta Z^{k}$ and $\Delta w_{1}^{k}$ from the first three equation in (6.20).

### 6.3 Convergence analysis

In this section, we establish the suplinear convergence of the smoothing Newton method under the constraint nondegeneracy conditions. Let $(\bar{t}, \bar{X}, \bar{y})$ be a feasible solution of (6.4). Then the primal constraint nondegeneracy of problem (6.4) at $(\bar{t}, \bar{X}, \bar{y})$ is

$$
\left[\begin{array}{cc}
\mathcal{A}^{*} & \mathcal{I}  \tag{6.22}\\
B & 0 \\
0 & \mathcal{I}
\end{array}\right]\left[\begin{array}{c}
\Re^{d} \\
\Re \times \Re^{m \times n}
\end{array}\right]+\left[\begin{array}{c}
\{0\}^{m \times n} \\
\operatorname{lin}\left(T_{Q}(B \bar{y}-b)\right) \\
\operatorname{lin}\left(T_{\mathcal{K}}(\bar{t}, \bar{X})\right)
\end{array}\right]=\left[\begin{array}{c}
\Re^{m \times n} \\
\Re^{s} \\
\Re \times \Re^{m \times n}
\end{array}\right]
$$

or equivalently

$$
\left[\begin{array}{c}
\mathcal{A}^{*}  \tag{6.23}\\
B
\end{array}\right] \Re^{d}+\left[\begin{array}{c}
\hat{\mathcal{K}} \\
\operatorname{lin}\left(T_{Q}(B \bar{y}-b)\right)
\end{array}\right]=\left[\begin{array}{c}
\Re^{m \times n} \\
\Re^{s}
\end{array}\right]
$$

where $\hat{\mathcal{K}}$ is the projection of $\operatorname{lin}\left(T_{\mathcal{K}}(\bar{t}, \bar{X})\right)$ onto $\Re^{m \times n}$. Denote by $\mathcal{B}$ the unit nuclear ball. It is not difficult to see the dual constraint nondegeneracy associated with (6.4) at
$(\bar{Z}, \bar{w})$ is of the form

$$
\left[\begin{array}{cc}
\mathcal{A} & B^{T}  \tag{6.24}\\
\mathcal{I} & 0 \\
0 & \mathcal{I}
\end{array}\right]\left[\begin{array}{c}
\Re^{m \times n} \\
\Re^{s}
\end{array}\right]+\left[\begin{array}{c}
\{0\}^{d} \\
\operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right) \\
\operatorname{lin}\left(T_{Q^{*}}(\bar{w})\right)
\end{array}\right]=\left[\begin{array}{c}
\Re^{d} \\
\Re^{m \times n} \\
\Re^{s}
\end{array}\right]
$$

or equivalently

$$
\begin{equation*}
\mathcal{A} \operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right)+B^{T} \operatorname{lin}\left(T_{Q^{*}}(\bar{w})\right)=\Re^{d} \tag{6.25}
\end{equation*}
$$

Let $\tau_{1}, \tau_{21}, \tau_{22}$ and $\tau_{3}$ denotes, respectively, the index sets identified by the equality constraints, the strongly active inequality constraints, the weakly active inequality constraints and the nonactive constraints. Let $\tau_{2}=\tau_{21} \cup \tau_{22}$.

Proposition 6.2. Let $(\bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w})$ be a solution of the smoothing system (6.5). Then the following statements hold.
(i) There exist two orthogonal matrices $U \in \Re^{m \times m}$ and $V \in \Re^{n \times n}$ such that

$$
\bar{X}=U[\operatorname{Diag}(\sigma(\bar{X})) 0] V^{T} \quad \text { and } \quad \bar{Z}=U[\operatorname{Diag}(\sigma(\bar{Z})) 0] V^{T}
$$

with $\sigma(\bar{X})$ and $\sigma(\bar{Z})$ arranged in non-increasing order. Moreover, if the multiplicity of the largest singular value of $\bar{X}$ is $\alpha$ and $\bar{X} \neq 0$, then

$$
\sigma_{1}(\bar{Z}) \geq \sigma_{2}(\bar{Z}) \ldots \geq \sigma_{\alpha}(\bar{Z}) \geq 0=\sigma_{\alpha+1}(\bar{Z})=\ldots=\sigma_{m}(\bar{Z})
$$

with $\sigma_{1}(\bar{Z})+\sigma_{2}(\bar{Z})+\ldots+\sigma_{\alpha}(\bar{Z})=1$.
(ii) Suppose $\bar{X} \neq 0$. Then the primal constraint nondegeneracy holds at $(\bar{t}, \bar{X}, \bar{y})$ if and only if

$$
\left\{\begin{array} { l } 
{ \mathcal { A } X + B _ { \tau _ { 1 } \cup \tau _ { 2 } } ^ { T } w = 0 }  \tag{6.26}\\
{ X V ^ { ( 2 ) } = 0 , ( U ^ { ( 2 ) } ) ^ { T } X = 0 } \\
{ ( U ^ { ( 1 ) } ) ^ { T } X V ^ { ( 1 ) } \in \mathcal { S } ^ { \alpha } } \\
{ \operatorname { T r } [ ( U ^ { ( 1 ) } ) ^ { T } X V ^ { ( 1 ) } ] = 0 }
\end{array} \Longrightarrow \left\{\begin{array}{l}
X=0 \\
w=0
\end{array}\right.\right.
$$

where $U^{(1)}=\left[U_{1}, U_{2}, \ldots, U_{\alpha}\right]$ and $V^{(1)}=\left[V_{1}, V_{2}, \ldots, V_{\alpha}\right]$.
(iii) Suppose $\bar{X}=0$. Then the primal constraint nondegeneracy holds at $(0,0, \bar{y})$ if and only if

$$
\mathcal{A} X+B_{\tau_{1} \cup \tau_{2}}^{T} w=0 \Longrightarrow\left\{\begin{array}{l}
X=0  \tag{6.27}\\
w=0
\end{array}\right.
$$

(iv) If $\bar{X} \neq 0$, then $\|\bar{Z}\|_{*}=1$ and the dual constraint nondegeneracy holds at ( $\bar{Z}, \bar{w}$ ) if and only if, for any $k \in \Re$,

$$
\left\{\begin{array}{l}
B_{\tau_{1} \cup \tau_{21}} y=0  \tag{6.28}\\
\left(U^{1}\right)^{T}\left(\mathcal{A}^{*} y\right) V^{1}=k I \quad \Longrightarrow y=0 \\
\left(U^{1}\right)^{T}\left(\mathcal{A}^{*} y\right) V^{2}=0 \\
\left(U^{2}\right)^{T}\left(\mathcal{A}^{*} y\right) V^{1}=0
\end{array}\right.
$$

where $U^{1}=\left[U_{1}, U_{2}, \ldots, U_{\beta}\right]$ and $V^{1}=\left[V_{1}, V_{2}, \ldots, V_{\beta}\right]$ and $\beta \leq \alpha$ is the number of the nonzero singular values of $\bar{Z}$.
(v) If $\|\bar{Z}\|_{*}<1$, the dual constraint nondegeneracy holds at $(\bar{Z}, \bar{w})$ if and only if

$$
\left\{\begin{array}{l}
B_{\tau_{1} \cup \tau_{21}} y=0  \tag{6.29}\\
\mathcal{A}^{*} y=0
\end{array} \Longrightarrow y=0\right.
$$

Proof. (i) From the first equality of (6.5) and the properties of projection, we know

$$
\mathcal{K} \ni\left[\begin{array}{c}
\bar{t}  \tag{6.30}\\
\bar{X}
\end{array}\right] \perp\left[\begin{array}{c}
1 \\
-\bar{Z}
\end{array}\right] \in \mathcal{K}^{*}
$$

which implies

$$
\bar{t}=\langle\bar{X}, \bar{Z}\rangle \quad \text { and } \quad\|\bar{Z}\|_{*} \leq 1
$$

By the von Neumann's trace inequality applied to $\bar{Y}$ and $\bar{Z}$, it holds that

$$
\begin{equation*}
\langle\bar{X}, \bar{Z}\rangle \leq\langle\sigma(\bar{X}), \sigma(\bar{Z})\rangle \leq \sigma_{1}(\bar{X}) \tag{6.31}
\end{equation*}
$$

Since $(\bar{t}, \bar{X}) \in \mathcal{K}$, then $\bar{t} \geq \sigma_{1}(\bar{X})$ and hence the inequality above becomes equality. Then part (i) of this proposition follows.
(ii) Since by direct computation $\operatorname{lin}\left(T_{Q}(B \bar{y}-b)\right)$ can be derived as follows:

$$
\operatorname{lin}\left(T_{Q}(B \bar{y}-b)\right)=\left[\begin{array}{l}
\{0\}^{n_{1}+\left|\tau_{2}\right|} \\
\Re^{\left|\tau_{3}\right|}
\end{array}\right],
$$

the primal constraint nondegeneracy condition (6.23) reduces to

$$
\left[\begin{array}{c}
\mathcal{A}^{*}  \tag{6.32}\\
B_{\tau_{1} \cup \tau_{2}}
\end{array}\right] \Re^{d}+\left[\begin{array}{c}
\hat{\mathcal{K}} \\
0
\end{array}\right]=\left[\begin{array}{c}
\Re^{m \times n} \\
\Re^{n_{1}+\left|\tau_{2}\right|}
\end{array}\right],
$$

which is equivalent to

$$
\left\{\begin{array} { l } 
{ \mathcal { A } X + B _ { \tau _ { 1 } \cup \tau _ { 2 } } ^ { T } w = 0 }  \tag{6.33}\\
{ X \in \hat { \mathcal { K } } ^ { \perp } }
\end{array} \Longrightarrow \left\{\begin{array}{l}
X=0 \\
w=0
\end{array}\right.\right.
$$

Since $(\bar{t}, \bar{X})$ is on the boundary of $\mathcal{K}$, by Clark's classical results on the characterization of the tangent cone [16, Proposition 2.3.6 and Theorem 2.4.9], we deduce that

$$
\begin{aligned}
T_{\mathcal{K}}(\bar{t}, \bar{X}) & =\left\{(s, d) \in \Re \times \Re^{m \times n} \mid \sigma_{1}^{\prime}(\bar{X} ; d) \leq s\right\} \\
& =\left\{(s, d) \in \Re \times \Re^{m \times n} \left\lvert\, \lambda_{1}\left[\frac{\left(U^{(1)}\right)^{T} d V^{(1)}+\left(V^{(1)}\right)^{T} d^{T} U^{(1)}}{2}\right] \leq s\right.\right\}
\end{aligned}
$$

Then the lineality space of $\mathcal{K}$ can be written

$$
\operatorname{lin} T_{\mathcal{K}}(\bar{t}, \bar{X})=\left\{(s, d) \in \Re \times \Re^{m \times n} \mid\left(U^{(1)}\right)^{T} d V^{(1)}+\left(V^{(1)}\right)^{T} d^{T} U^{(1)}=2 s I\right\}
$$

and its projection $\hat{\mathcal{K}}$ is

$$
\hat{\mathcal{K}}(\bar{t}, \bar{X})=\left\{d \in \Re^{m \times n} \mid \exists s \in \Re,\left(U^{(1)}\right)^{T} d V^{(1)}+\left(V^{(1)}\right)^{T} d^{T} U^{(1)}=s I\right\} .
$$

By this equality and a quick computation, it can be shown that the orthogonal complement of $\hat{\mathcal{K}}$ is given by
$\hat{\mathcal{K}}^{\perp}=\left\{X \in \Re^{m \times n} \mid X V^{(2)}=0,\left(U^{(2)}\right)^{T} X=0,\left(U^{(1)}\right)^{T} X V^{(1)} \in \mathcal{S}^{\alpha}, \operatorname{Tr}\left(\left(U^{(1)}\right)^{T} X V^{(1)}\right)=0\right\}$.
Combining with (6.33), we know the conclusion of part (ii) holds.
(iii) Since $\bar{X}=0$, it follows from [16, Proposition 2.3.6 and Theorem 2.4.9] that

$$
\begin{aligned}
T_{\mathcal{K}}(\bar{t}, \bar{X}) & =\left\{(s, d) \in \Re \times \Re^{m \times n} \mid \sigma_{1}^{\prime}(\bar{X} ; d) \leq s\right\} \\
& =\left\{(s, d) \in \Re \times \Re^{m \times n} \mid\|d\|_{2} \leq s\right\},
\end{aligned}
$$

which implies $\operatorname{lin} T_{\mathcal{K}}(\bar{t}, \bar{X})=\{0\} \times\{0\}^{m \times n}$ and $\hat{\mathcal{K}}=\{0\}^{m \times n}$. Hence the primal constraint nondegeneracy condition (6.23) reduces to

$$
\left[\begin{array}{c}
\mathcal{A}^{*}  \tag{6.34}\\
B_{\tau_{1} \cup \tau_{2}}
\end{array}\right] \Re^{d}=\left[\begin{array}{c}
\Re^{m \times n} \\
\Re^{n_{1}+\left|\tau_{2}\right|}
\end{array}\right]
$$

which is equivalent to

$$
\mathcal{A} X+B_{\tau_{1} \cup \tau_{2}}^{T} w=0 \Longrightarrow\left\{\begin{array}{l}
X=0  \tag{6.35}\\
w=0
\end{array}\right.
$$

(iv) Direct computation establishes that

$$
\operatorname{lin}\left(T_{Q^{*}}(\bar{w})\right)=\left[\begin{array}{l}
\Re^{n_{1}+\left|\tau_{22}\right|} \\
\{0\}^{\left|\tau_{22}\right|+\left|\tau_{3}\right|}
\end{array}\right]
$$

and then the dual constraints nondegeneracy condition (6.25) is reduced to

$$
\begin{equation*}
\mathcal{A l i n}\left(T_{\mathcal{B}}(\bar{Z})\right)+B_{\tau_{1} \cup \tau_{21}}^{T} \Re^{n_{1}+\left|\tau_{21}\right|}=\Re^{d} \tag{6.36}
\end{equation*}
$$

which is equivalent to

$$
\left\{\begin{array}{l}
B_{\tau_{1} \cup \tau_{21}}^{T} y=0  \tag{6.37}\\
\mathcal{A}^{*} y \in \operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right)^{\perp}
\end{array} \Longrightarrow y=0\right.
$$

By part (ii) of this proposition we know $\bar{Z}$ is on the boundary of $\mathcal{B}$. Invoking [16, Proposition 2.3.6 and Theorem 2.4.9] and [71, Theorem 2.7], one can establish

$$
\operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right)=\left\{Y \in \Re^{m \times n} \mid H V^{1} \in\left(U^{1}\right)^{\perp},\left(U^{2}\right)^{T} H V^{2}=0\right\} .
$$

A simple calculation shows

$$
\operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right)^{\perp}=\left\{Y \in \Re^{m \times n} \mid \exists k \in \Re,\left(U^{1}\right)^{T} Y V^{1}=k I_{\beta},\left(U^{1}\right)^{T} Y V^{2}=0,\left(U^{2}\right)^{T} Y V^{1}=0\right\}
$$ which, together with (6.37), completes the proof of this part.

(v) Since $\bar{Z}=0$, by direct computation, it holds that

$$
T_{\mathcal{B}}(\bar{Z})=\Re^{m \times n} \text { and } \operatorname{lin}\left(T_{\mathcal{B}}(\bar{Z})\right)=\Re^{m \times n}
$$

Substituting the equality above into (6.37), we can easily obtain the conclusion.

Lemma 6.3. Let $H(\cdot, \cdot, \cdot)$ be the smoothing function of $\Pi_{\infty}(\cdot, \cdot)$ defined by (2.22) and $\bar{t} \in \Re$ and $\bar{x} \in \Re^{m \times n}$ be given. Then for any $(t, x) \in \Re \times \Re^{m}$ and $V \in \partial H(0, \bar{\varepsilon}, \bar{x})$, the following inequality holds:

$$
\begin{equation*}
\langle V(0, t, x),(t, x)\rangle \geq\|V(0, t, x)\|^{2} \tag{6.38}
\end{equation*}
$$

Proof. Denote $\mathcal{M}=\{0\} \times \Re \times \Re^{m}$ whose Lebesgue measure is 0 and let

$$
\partial_{\mathcal{M}} H(0, \bar{t}, \bar{x}):=\left\{\lim _{k \rightarrow \infty} H^{\prime}\left(\varepsilon^{k}, t^{k}, x^{k}\right):\left(\varepsilon^{k}, t^{k}, x^{k}\right) \rightarrow(0, \bar{t}, \bar{x}), \varepsilon^{k} \neq 0\right\} .
$$

From Proposition 2.11 part (i), for any $\left(\varepsilon_{k}, t_{k}, x_{k}\right) \in \Re \backslash\{0\} \times \Re \times \Re^{m}$, it follows that

$$
\begin{equation*}
\left\langle H^{\prime}\left(\varepsilon^{k}, t^{k}, x^{k}\right)(0, t, x),(t, x)\right\rangle \geq\left\|H^{\prime}\left(\varepsilon^{k}, t^{k}, x^{k}\right)(0, t, x)\right\|^{2} . \tag{6.39}
\end{equation*}
$$

By taking limits for $k \rightarrow+\infty$ in (6.39), we know the inequality (6.38) is valid for any $V \in \partial_{\mathcal{M}} H(0, \bar{t}, \bar{x})$. Let $V \in \partial H(0, \bar{t}, \bar{x})$. Since the generalized Jacobian is blind to sets of zero measure, then there exists a positive integer $m>0, V_{i} \in \partial_{\mathcal{M}} H(0, \bar{t}, \bar{x}), \lambda_{i} \geq$ $0, i=1,2, \ldots, m$, such that $\sum_{i=1}^{m} \lambda_{i}=1$ and $V=\sum_{i=1}^{m} \lambda_{i} V_{i}$. Therefore,

$$
\begin{align*}
\langle V(0, t, x),(t, x)\rangle & =\sum_{i=1}^{m} \lambda_{i}\left\langle V_{i}(0, t, x),(t, x)\right\rangle \\
& \geq \sum_{i=1}^{m} \lambda_{i}\left\|V_{i}(0, t, x)\right\|^{2}  \tag{6.40}\\
& \geq\left\|\sum_{i=1}^{m} \lambda_{i} V_{i}(0, t, x)\right\|^{2} \\
& =\|V(0, t, x)\|^{2}
\end{align*}
$$

which completes the proof.

Lemma 6.4. Let $(\bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w})$ be a solution of the smoothing system (6.5). Suppose $\bar{t}>0$. For any $V \in \partial_{\mathcal{M}} H(0, \bar{t}-1, \sigma(\bar{X})+\sigma(\bar{Z}))$ and $(t, x) \in \Re \times \Re^{m}$, it holds that $\left.V(0, t, x)=\left[\begin{array}{cc}f & f\left[1^{\beta} l 0^{m-\alpha}\right] \\ f\left[1^{\beta} l l 0^{m-\alpha}\right]^{T} & \operatorname{Diag}\left(\left[0^{\beta} 1-l 1^{m-\alpha}\right]\right)+f\left[1^{\beta} l 0^{m-\alpha}\right]^{T}\left[1^{\beta} l l\right.\end{array} 0^{m-\alpha}\right] ~\right]\left[\begin{array}{l}t \\ x\end{array}\right]$, where $f \in(0,1)$ and $l \in[0,1]^{\alpha-\beta}$.

Proof. Let $V$ be an element in $\partial_{\mathcal{M}} H(0, \bar{t}-1, \sigma(\bar{X})+\sigma(\bar{Z}))$. Then there exists a sequence $\left\{\left(\varepsilon_{k}, t_{k}, x_{k}\right)\right\} \in \Re \backslash\{0\} \times \Re \times \Re^{m}$ with $\left(\varepsilon_{k}, t_{k}, x_{k}\right) \rightarrow(0, \sigma(\bar{X})+\sigma(\bar{Z}), \bar{t}-1)$ such that $V=\lim _{k \rightarrow \infty} H^{\prime}\left(\varepsilon_{k}, t_{k}, x_{k}\right)$. For any given $(0, t, x)$, it holds that

$$
\begin{equation*}
H^{\prime}\left(\varepsilon_{k}, t_{k}, x_{k}\right)(0, t, x)=\frac{\partial H\left(\varepsilon_{k}, t_{k}, x_{k}\right)}{(t, x)}(t, x) \tag{6.41}
\end{equation*}
$$

On the other hand, by a direct computation applied to (2.24), we have

$$
\frac{\partial H\left(\varepsilon_{k}, t_{k}, x_{k}\right)}{(t, x)}=\left[\begin{array}{cc}
\alpha_{k} & -\alpha_{k}\left(\frac{\varepsilon_{k}^{2} a_{k}}{1+\varepsilon_{k}^{2} b_{k}}\right)^{T} \\
-\alpha \frac{\varepsilon_{k}^{2} a_{k}}{1+\varepsilon_{k}^{2} b_{k}} & \operatorname{Diag}\left(1+\varepsilon_{k}^{2} b_{k}\right)^{-1}+\alpha_{k} \frac{\varepsilon_{k}^{2} a_{k}}{1+\varepsilon_{k}^{2} b_{k}}\left(\frac{\varepsilon_{k}^{2} a_{k}}{1+\varepsilon_{k}^{2} b_{k}}\right)^{T}
\end{array}\right]
$$

where, for each $k$ and $i=1,2, \ldots, m$

$$
\left(a_{k}\right)_{i}=\frac{1}{\left(\left(y_{k}\right)_{i}+s_{k}\right)^{2}}-\frac{1}{\left(\left(y_{k}\right)_{i}-s_{k}\right)^{2}}, \quad\left(b_{k}\right)_{i}=\frac{1}{\left(\left(y_{k}\right)_{i}+s_{k}\right)^{2}}+\frac{1}{\left(\left(y_{k}\right)_{i}-s_{k}\right)^{2}}
$$

and

$$
\alpha_{k}=\frac{1}{1+\varepsilon_{k}^{2} \sum_{i=1}^{m}\left(b_{k}\right)_{i}-\sum_{i=1}^{m} \frac{\varepsilon_{k}^{4}\left(a_{k}\right)_{i}^{2}}{1+\varepsilon_{k}^{2}\left(b_{k}\right)_{i}}} .
$$

Since $\left(\varepsilon_{k}, t_{k}, x_{k}\right) \rightarrow(0, \bar{t}-1, \sigma(\bar{X})+\sigma(\bar{Z}))$, by Proposition 2.11 and 6.2 , we can easily deduce that

$$
\lim _{k \rightarrow \infty} y_{k}=\sigma(\bar{X}), \lim _{k \rightarrow \infty} s\left(\varepsilon_{k}, t_{k}, x_{k}\right)=\sigma_{1}(\bar{X})
$$

Using the above equalities and (6.6), it is easy to see

$$
\lim _{k \rightarrow \infty} \frac{\varepsilon_{k}^{2}}{\left(\left(y_{k}\right)_{i}-s_{k}\right)^{2}}=0, \quad \alpha+1 \leq i \leq m
$$

and

$$
\lim _{k \rightarrow \infty} \frac{\varepsilon_{k}^{2}}{\left(\left(y_{k}\right)_{i}-s_{k}\right)^{2}}=\infty, \quad 1 \leq i \leq \beta
$$

Since $\varepsilon_{k}^{2} a_{k} /\left(1+\varepsilon_{k}^{2} b_{k}\right)$ is bounded, by taking a subsequence if necessary, there exists a vector $l \in[0,1]^{\alpha-\beta}$ such that

$$
\lim _{k \rightarrow \infty} \varepsilon_{k}^{2} a_{k} /\left(1+\varepsilon^{2} b_{k}\right)=\left[\begin{array}{ll}
1^{\beta} l & 0^{m-\alpha}
\end{array}\right]^{T}
$$

which implies

$$
\lim _{k \rightarrow \infty} \frac{1}{1+\varepsilon_{k}^{2} b_{k}}=\left[0^{\beta} 1-l 1^{m-\alpha}\right]^{T}, f:=\lim _{k \rightarrow \infty} \alpha_{k}=1 /\left(1+\beta+\sum_{i=1}^{\beta-\alpha} l_{i}\right) \in(0,1)
$$

This, together with (6.41), completes the proof.

Proposition 6.5. Let $\Omega_{1}, \Omega_{2} \in[0,1]^{m \times m}$ be two symmetric matrices. Then for any $A \in \Re^{m \times m}$,

$$
\left\langle A, \Omega_{1} \circ S(A)+\Omega_{2} \circ T(A)\right\rangle \geq\left\|\Omega_{1} \circ S(A)+\Omega_{2} \circ T(A)\right\|_{F}^{2} .
$$

Proof. By simple manipulation, it can be seen immediately that

$$
\begin{aligned}
& \left\langle A, \Omega_{1} \circ S(A)+\Omega_{2} \circ T(A)\right\rangle \\
= & \left\langle S(A), \Omega_{1} \circ S(A)\right\rangle+\left\langle T(A), \Omega_{2} \circ T(A)\right\rangle \\
\geq & \left\|\Omega_{1} \circ S(A)\right\|_{F}^{2}+\left\|\Omega_{2} \circ T(A)\right\|_{F}^{2} \\
\geq & \left\|\Omega_{1} \circ S(A)+\Omega_{2} \circ T(A)\right\|_{F}^{2} .
\end{aligned}
$$

The proof is completed.

Proposition 6.6. Let $(\bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w})$ be a solution of (6.5). If the primal constraint nondegeneracy condition (6.23) holds at $(\bar{t}, \bar{X}, \bar{y})$ and the dual constraint nondegeneracy conditions (6.25) holds at $(\bar{Z}, \bar{w})$, then any element in $\partial E(0, \bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w})$ is nonsingular.

Proof. For any $\mathcal{W} \in \partial E(0, \bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w})$, let $(\Delta \varepsilon, \Delta t, \Delta X, \Delta y, \Delta Z, \Delta w)$ be a solution of the linear system:

$$
\mathcal{W}[\Delta \varepsilon, \Delta t, \Delta X, \Delta y, \Delta, \lambda, \Delta u]=0
$$

Therefore, there exist a $\Xi_{1} \in \partial G(0, \bar{t}-1, \bar{X}+\bar{Z})$ and a $\Xi_{2} \in \partial H_{u}\left(0, \bar{u}_{2}-B \bar{y}+b\right)$ such that

$$
\left\{\begin{array}{l}
\Delta \varepsilon=0  \tag{6.42}\\
(\Delta t, \Delta X)=\Xi_{1}(\Delta \varepsilon, \Delta t, \Delta X+\Delta Z) \\
\mathcal{A} \Delta Z+B^{T} \Delta w=0 \\
\mathcal{A}^{*} \Delta y+\Delta X=0 \\
B_{1} \Delta y=0 \\
\Delta w_{2}=\Xi_{2}\left(\Delta \varepsilon, \Delta w_{2}-B_{2} \Delta y\right)
\end{array}\right.
$$

By the equation above, we know that:
(i) if $i \in \tau_{21}$, thus $\left(H_{u}\right)_{i}(\cdot, \cdot)$ is continuously differentiable at $\left(0,\left(\bar{w}_{2}-B_{2} \bar{y}+b\right)_{i}\right)$ with $(0,1)$ as its derivative. This implies $B_{\tau_{21}} \Delta y=0$.
(ii) if $i \in \tau_{22}$, then $\left(\Delta w_{2}\right)_{i}=\xi_{i}\left(\Delta w_{2}-B_{2} \Delta y\right)_{i}$, where $0 \leq \xi_{i} \leq 1$. This shows

$$
\left\langle(\Delta w)_{\tau_{22}},\left(B_{2} \Delta y\right)_{\tau_{22}}\right\rangle \leq 0
$$

(iii) if $i \in \tau_{3}$, then $\left(B_{2} \bar{y}-b\right)_{i}>0$ and $\left(\bar{w}_{2}\right)_{i}=0 .\left(H_{u}\right)_{i}(\varepsilon, x)$ is continuously differentiable with the derivative $(0,0)$, and hence $\Delta w_{\tau_{3}}=0$.

In summary, for any $i \in \tau_{2} \cup \tau_{3}$, it holds that $\left\langle\Delta w_{2}, B_{2} \Delta y\right\rangle \geq 0$. and then

$$
\begin{equation*}
\langle\Delta X, \Delta Z\rangle=-\left\langle\Delta y,\left(B_{2}\right)^{T} \Delta w\right\rangle \leq 0 \tag{6.43}
\end{equation*}
$$

We next proceed to prove this proposition by considering the following two cases.

Case 1: $\bar{t}=0$ and then $\bar{X}=0$. Since the primal constraint nondegeneracy condition holds at $(\bar{t}, \bar{X}, \bar{y})$, we know $\bar{Z}=0$ and $\bar{w}=0$. Let $\left(\varepsilon^{k}, t^{k}, Z^{k}\right)$ be a sequence converging to $(0,-1,0,0))$ with $\varepsilon^{k} \neq 0$. Denote by $\sigma_{k}$ the singular value of $Z^{k}$ and write
$\left(s_{k}, y_{k}\right)=H\left(\varepsilon^{k}, t^{k}, \sigma_{k}\right)$. By the definition of $\left(s_{k},\left(y_{k}\right)_{1}\right)$, we know that

$$
\left\{\begin{array}{l}
\left(y_{k}\right)_{1}-\left(\sigma_{k}\right)_{1}+\varepsilon_{k}^{2} \frac{2\left(y_{k}\right)_{1}}{s_{k}^{2}-\left(y_{k}\right)_{1}^{2}}=0  \tag{6.44}\\
s_{k}-t_{k}-\varepsilon_{k}^{2} \sum_{i=1}^{m} \frac{2 s_{k}}{s_{k}^{2}-\left(y_{k}\right)_{i}^{2}}=0, i=1,2, \ldots, m
\end{array}\right.
$$

Since $\left(y_{k}\right)_{1}$ is the largest element in $y_{k}$, we know

$$
\liminf _{k \rightarrow \infty} \varepsilon_{k}^{2} \frac{2 s_{k}}{s_{k}^{2}-\left(y_{k}\right)_{1}^{2}} \geq \frac{1}{m}
$$

which, together with the first equality of (6.44), implies that

$$
\lim _{k \rightarrow \infty} \frac{\left(y_{k}\right)_{1}}{s_{k}}=0
$$

and then, for $i=1,2, \ldots, m$, it holds

$$
\lim _{k \rightarrow \infty} \frac{\left(y_{k}\right)_{i}}{s_{k}}=0, \lim _{k \rightarrow \infty} \frac{s_{k}-\left(y_{k}\right)_{i}}{s_{k}+\left(y_{k}\right)_{i}}=1
$$

By taking a subsequence if necessary, we are able to show, for $i=2,3, \ldots, m$,

$$
\lim _{k \rightarrow \infty} \frac{2 s_{k} \varepsilon_{k}^{2}}{s_{k}^{2}-\left(y_{k}\right)_{i}^{2}}=\frac{1}{m}
$$

which implies that

$$
\lim _{k \rightarrow \infty} \frac{\varepsilon_{k}}{s_{k}-\left(y_{k}\right)_{i}}=\lim _{k \rightarrow \infty} \frac{\varepsilon_{k}}{s_{k}+\left(y_{k}\right)_{i}}=\infty .
$$

By simple algebraic manipulation, we know

$$
\alpha_{k} \rightarrow 0, \frac{1}{1+\varepsilon_{k}^{2} b_{k}} \rightarrow 0
$$

and

$$
\frac{\left(y_{k}\right)_{i}-\left(y_{k}\right)_{j}}{\left(\sigma_{k}\right)_{i}-\left(\sigma_{k}\right)_{j}} \rightarrow 0, \frac{\left(y_{k}\right)_{i}+\left(y_{k}\right)_{j}}{\left(\sigma_{k}\right)_{i}+\left(\sigma_{k}\right)_{j}} \rightarrow 0 .
$$

This shows $\Xi_{1}=0$ and, then $\Delta t=0$ and $\Delta X=-\mathcal{A}^{*} \Delta y=0$. On the other hand, by the analysis above, it holds that

$$
\left\{\begin{array}{l}
\mathcal{A} \Delta Z+B_{\tau_{1} \cup \tau_{2}}^{T} y=0  \tag{6.45}\\
B_{\tau_{1} \cup \tau_{21}} y=0
\end{array}\right.
$$

Then one can invoke part (iii) and (v) in Proposition 6.2 and deduce that

$$
\Delta Z=0 \quad \text { and } \quad \Delta w=0, \Delta y=0
$$

This proves the proposition for this case.
Case 2: $\bar{t}>0$. In this case, we break the proof into two steps.
Step 1: In this step, we prove $\Delta y=0$ and $\Delta X=0$. Denote $\mathcal{N}=\{0\} \times \Re \times \Re^{m \times n}$ whose Lebesgue measure is 0 and let

$$
\partial_{\mathcal{N}} G(0, \bar{t}-1, \bar{Z}+\bar{\lambda}):=\left\{\lim _{k \rightarrow \infty} G^{\prime}\left(\varepsilon^{k}, t^{k}, Z^{k}\right):\left(\varepsilon^{k}, t^{k}, Z^{k}\right) \rightarrow(0, \bar{t}-1, \bar{Z}+\bar{\lambda}), \varepsilon^{k} \neq 0\right\}
$$

Since the generalized Jacobian is blind to sets of zero measure, we obtain that

$$
\partial G(0, \bar{t}-1, \bar{Z}+\bar{\lambda})=\operatorname{conv} \partial_{\mathcal{N}} G(0, \bar{t}-1, \sigma(\bar{Z}+\bar{\lambda}))
$$

Let $\Delta \tilde{X}=U^{T} X V$ and $\Delta \tilde{Z}=U^{T} \Delta Z V$. Let $u_{1}>u_{2}>\ldots>u_{r}>u_{r+1}=0$ be the distinct singular values of $X+Z$. Redefine $a_{k}:=\left\{i \mid \sigma_{i}=u_{k}\right\}$. We consider 10 subcases.

Subcase 1: $i \in a_{k_{1}}, j \in a_{k_{2}}, k_{1} \neq k_{2}$, where $1 \leq i \leq \beta$ and $1 \leq j \leq \alpha$. Since

$$
\bar{\Omega}_{i j}:=\lim _{k \rightarrow \infty} \Omega_{i j}^{k}=0
$$

and

$$
\bar{\Gamma}_{i j}:=\lim _{k \rightarrow \infty} \Gamma_{i j}^{k}=\frac{2 \sigma_{1}(X)}{2 \sigma_{1}(X)+\sigma_{i}(Z)+\sigma_{j}(Z)} \in(0,1) .
$$

By Proposition 2.4, it follows easily that

$$
\left\{\begin{array}{l}
\Delta \tilde{X}_{i j}=\frac{\bar{\Gamma}_{i j}}{2}\left[\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}-\Delta \tilde{X}_{j i}-\Delta \tilde{Z}_{j i}\right]  \tag{6.46}\\
\Delta \tilde{X}_{j i}=\frac{\bar{\Gamma}_{i j}}{2}\left[\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}-\Delta \tilde{X}_{i j}-\Delta \tilde{Z}_{i j}\right]
\end{array}\right.
$$

By solving the linear system above, we obtain that

$$
\Delta \tilde{X}_{i j}=-\Delta \tilde{X}_{j i}=\frac{\bar{\Gamma}_{i j}}{2\left(1-\bar{\Gamma}_{i j}\right)}\left[\Delta \tilde{Z}_{i j}-\Delta \tilde{Z}_{j i}\right]
$$

which, by direct computation, yields that

$$
\left\langle\Delta \tilde{X}_{i j}, \Delta \tilde{Z}_{i j}\right\rangle+\left\langle\Delta \tilde{X}_{j i}, \Delta \tilde{Z}_{j i}\right\rangle=\frac{2\left(1-\bar{\Gamma}_{i j}\right)}{\bar{\Gamma}_{i j}}\left(\Delta \tilde{X}_{i j}\right)^{2}
$$

Subcase 2: $1 \leq i \leq \beta$ and $\alpha+1 \leq j \leq m$. In this subcase,

$$
\bar{\Omega}_{i j}:=\lim _{k \rightarrow \infty} \Omega_{i j}^{k}=\frac{\sigma_{1}(X)-\sigma_{j}(X)}{\sigma_{1}(X)+\sigma_{i}(Z)-\sigma_{j}(X)} \in(0,1)
$$

and

$$
\bar{\Gamma}_{i j}:=\lim _{k \rightarrow \infty} \Gamma_{i j}^{k}=\frac{\sigma_{1}(X)+\sigma_{j}(X)}{\sigma_{1}(X)+\sigma_{i}(Z)+\sigma_{j}(Z)} \in(0,1) .
$$

By Proposition 2.4, we can easily deduce that

$$
\left\{\begin{array}{l}
\Delta \tilde{X}_{i j}=\frac{\bar{\Omega}_{i j}}{2}\left[\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}+\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}\right]+\frac{\bar{\Gamma}_{i j}}{2}\left[\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}-\Delta \tilde{X}_{j i}-\Delta \tilde{Z}_{j i}\right], \\
\Delta \tilde{X}_{j i}=\frac{\bar{\Omega}_{i j}}{2}\left[\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}+\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}\right]+\frac{\bar{\Gamma}_{i j}}{2}\left[\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}-\Delta \tilde{X}_{i j}-\Delta \tilde{Z}_{i j}\right],
\end{array}\right.
$$

which by simple algebraic computation shows that

$$
\left\{\begin{array}{l}
\Delta \tilde{Z}_{i j}=\frac{1}{2}\left(\epsilon_{1}+\epsilon_{2}\right) \Delta \tilde{X}_{i j}+\frac{1}{2}\left(\epsilon_{1}-\epsilon_{2}\right) \Delta \tilde{X}_{j i}  \tag{6.47}\\
\Delta \tilde{Z}_{j i}=\frac{1}{2}\left(\epsilon_{1}+\epsilon_{2}\right) \Delta \tilde{X}_{j i}+\frac{1}{2}\left(\epsilon_{1}-\epsilon_{2}\right) \Delta \tilde{X X}_{i j}
\end{array}\right.
$$

where

$$
\epsilon_{1}=\frac{\sigma_{i}(Z)}{\sigma_{1}(X)-\sigma_{j}(X)}, \epsilon_{2}=\frac{\sigma_{i}(Z)}{\sigma_{1}(X)+\sigma_{j}(X)} .
$$

From (6.47), taking into account $\epsilon_{1}, \epsilon_{2}>0$, we can write

$$
\left\langle\Delta \tilde{X}_{i j}, \Delta \tilde{Z}_{i j}\right\rangle+\left\langle\Delta \tilde{X}_{j i}, \Delta \tilde{Z}_{j i}\right\rangle=\frac{\epsilon_{1}}{2}\left(\Delta \tilde{X}_{i j}+\Delta \tilde{X}_{j i}\right)^{2}+\frac{\epsilon_{2}}{2}\left(\Delta \tilde{X}_{i j}-\Delta \tilde{X}_{j i}\right)^{2}
$$

Subcase 3: $1 \leq i \leq \beta$ and $m+1 \leq j \leq n$. In this subcase,

$$
\overline{\mathcal{F}}_{i j}:=\lim _{k \rightarrow \infty} \mathcal{F}_{i j}^{k}=\frac{\sigma_{1}(X)}{\sigma_{1}(X)+\sigma_{i}(Z)},
$$

and it therefore holds

$$
\Delta \tilde{X}_{i j}=\overline{\mathcal{F}}_{i j}\left(\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}\right)
$$

This implies

$$
\left\langle\Delta \tilde{X}_{i j}, \Delta \tilde{Z}_{i j}\right\rangle=\frac{\sigma_{i}(Z)}{\sigma_{1}(X)}\left(\Delta \tilde{X}_{i j}\right)^{2} .
$$

Subcase 4: $\alpha+1 \leq i \leq m$ and $\beta+1 \leq j \leq \alpha$; or $\alpha+1 \leq i \leq r$ and $r+1 \leq j \leq m ;$
or $i \in a_{k_{1}}$ and $j \in a_{k_{2}}$, where $k_{1} \neq k_{2}$ and $\alpha+1 \leq i, j \leq r$. In these subcases, by direct computation, we can easily deduce that

$$
\bar{\Omega}_{i j}:=\lim _{k \rightarrow \infty} \Omega_{i j}^{k}=1
$$

and

$$
\bar{\Gamma}_{i j}:=\lim _{k \rightarrow \infty} \Gamma_{i j}^{k}=1 .
$$

Hence, by Proposition 2.4 (ii), it holds that

$$
\left\{\begin{array}{l}
\Delta \tilde{X}_{i j}=\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}  \tag{6.48}\\
\Delta \tilde{X}_{j i}=\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}
\end{array}\right.
$$

which implies $\Delta \tilde{Z}_{i j}=\Delta \tilde{Z}_{j i}=0$.
Subcase 5: $\beta+1 \leq i \leq r$ and $m+1 \leq j \leq n$. Since $\overline{\mathcal{F}}_{i j}:=\lim _{k \rightarrow \infty} \mathcal{F}_{i j}^{k}=1$, we know from Proposition 2.4 (ii) that

$$
\Delta \tilde{X}_{i j}=\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}
$$

which means $\Delta \tilde{Z}_{i j}=0$.
Subcase 6: $i, j \in a_{k}$, where $1 \leq i, j \leq \beta$ and $i \neq j$. By an easily manipulation applied to (2.23), it holds that

$$
\begin{equation*}
\frac{\left(\sigma_{k}\right)_{i}-\left(\sigma_{k}\right)_{j}}{\left(y_{k}\right)_{i}-\left(y_{k}\right)_{j}}-1=\frac{\varepsilon_{k}^{2}}{\left(s_{k}-\left(y_{k}\right)_{i}\right)\left(s_{k}-\left(y_{k}\right)_{j}\right)}+\frac{\varepsilon_{k}^{2}}{\left(s_{k}+\left(y_{k}\right)_{i}\right)\left(s_{k}+\left(y_{k}\right)_{j}\right)} \tag{6.49}
\end{equation*}
$$

which implies

$$
\lim _{k \rightarrow \infty} \frac{\left(y_{k}\right)_{i}-\left(y_{k}\right)_{j}}{\left(\sigma_{k}\right)_{i}-\left(\sigma_{k}\right)_{j}}=0
$$

Combining the equality above with lemma 6.4 and Proposition 2.4 , we know

$$
\left\{\begin{array}{l}
\Delta \tilde{X}_{i j}=\frac{\sigma_{1}(X)}{2 \sigma_{1}(X)+\sigma_{i}(Z)+\sigma_{j}(Z)}\left(\Delta \tilde{X}_{i j}+\Delta \tilde{Z}_{i j}-\Delta \tilde{X}_{j i}-\Delta \tilde{Z}_{j i}\right)  \tag{6.50}\\
\Delta \tilde{X}_{j i}=\frac{\sigma_{1}(X)}{2 \sigma_{1}(X)+\sigma_{i}(Z)+\sigma_{j}(Z)}\left(\Delta \tilde{X}_{j i}+\Delta \tilde{Z}_{j i}-\Delta \tilde{X}_{i j}-\Delta \tilde{Z}_{i j}\right)
\end{array}\right.
$$

which, by simple algebraic computation, shows that

$$
\Delta \tilde{X}_{i j}=-\Delta \tilde{X}_{j i}=\frac{\sigma_{1}(X)}{\sigma_{i}(X)+\sigma_{j}(X)}\left(\Delta \tilde{Z}_{i j}-\Delta \tilde{Z}_{j i}\right)
$$

It therefore holds that

$$
\left\langle\Delta \tilde{X}_{i j}, \Delta \tilde{Z}_{i j}\right\rangle+\left\langle\Delta \tilde{X}_{j i}, \Delta \tilde{Z}_{j i}\right\rangle=\frac{\sigma_{i}(X)+\sigma_{j}(X)}{\sigma_{1}(X)}\left(\Delta \tilde{X}_{j i}\right)^{2}
$$

Subcase 7: $i, j \in a_{k}$, where $\alpha+1 \leq i, j \leq r$. From the subcase 6 , we have

$$
\lim _{k \rightarrow \infty} \frac{\left(y_{k}\right)_{i}-\left(y_{k}\right)_{j}}{\left(\sigma_{k}\right)_{i}-\left(\sigma_{k}\right)_{j}}=1
$$

Therefore, it is easy to check that

$$
\begin{aligned}
\Delta \tilde{X}_{a_{k} a_{k}}= & \sum_{i=1}^{v} \mu_{i} Q_{i}\left\{Q_{i}{ }^{T} \frac{\Delta \tilde{X}_{a_{k} a_{k}}+\Delta \tilde{Z}_{a_{k} a_{k}}+\left(\Delta \tilde{X}_{a_{k} a_{k}}+\Delta \tilde{Z}_{a_{k} a_{k}}\right)^{T}}{2} Q_{i}\right\} Q_{i}^{T} \\
& +\frac{1}{2}\left[\Delta \tilde{X}_{a_{k} a_{k}}+\Delta \tilde{Z}_{a_{k} a_{k}}-\left(\Delta \tilde{X}_{a_{k} a_{k}}+\Delta \tilde{Z}_{a_{k} a_{k}}\right)^{T}\right] \\
= & \Delta \tilde{X}_{a_{k} a_{k}}+\Delta \tilde{Z}_{a_{k} a_{k}}
\end{aligned}
$$

which implies that $\Delta \tilde{Z}_{a_{k} a_{k}}=0$.
Subcase 8: $r+1 \leq i, j \leq m$. For $i \neq j$, by simple manipulation applied to equation (2.23), we know the following equality holds

$$
\frac{\left(\sigma_{k}\right)_{i}+\left(\sigma_{k}\right)_{J}}{\left(y_{k}\right)_{i}+\left(y_{k}\right)_{J}}-1=\frac{\varepsilon^{2}}{\left(s_{k}-\left(y_{k}\right)_{i}\right)\left(s_{k}+\left(y_{k}\right)_{j}\right)}+\frac{\varepsilon^{2}}{\left(s_{k}-\left(y_{k}\right)_{j}\right)\left(s_{k}+\left(y_{k}\right)_{i}\right)}
$$

which together with (6.49) implies

$$
\bar{\Omega}_{i j}:=\lim _{k \rightarrow \infty} \Omega_{i j}^{k}=1, \bar{\Gamma}_{i j}:=\lim _{k \rightarrow \infty} \Gamma_{i j}^{k}=1
$$

Then, similar as subcase 7, we can deduce easily that $\Delta \tilde{Z}_{a_{k} a_{k}}=0$.
Subcase 9: $r+1 \leq i \leq m$ and $m+1 \leq j \leq n$. Using simple algebraic computation, we know

$$
\frac{\left(\sigma_{k}\right)_{i}}{\left(y_{k}\right)_{i}}-1=\frac{2 \varepsilon_{k}^{2}}{\left(s_{k}\right)^{2}-\left(y_{k}\right)_{i}^{2}}
$$

and it then holds

$$
\lim _{k \rightarrow \infty} \frac{\left(y_{k}\right)_{i}}{\left(\sigma_{k}\right)_{i}}=1
$$

Similarly, we have $\Delta \tilde{Z}_{i j}=0$ for any $i, j$ in this subcase.
Subcase 10: $\beta+1 \leq i \neq j \leq \alpha$; or $1 \leq i=j \leq \beta$. For notational simplicity, we use $I_{1}, I_{2}$ and $I$ to denote the following indexes:

$$
I_{1}:=\{1,2 \ldots, \beta\}, I_{2}:=\{\beta+1, \beta+2, \ldots, \alpha\}, I:=\{1,2, \ldots, \alpha+1\} .
$$

Since

$$
\left[\begin{array}{c}
\Delta t  \tag{6.51}\\
\Delta X
\end{array}\right]=\Xi_{1}(\Delta \varepsilon, \Delta t, \Delta X+\Delta Z)
$$

it follows from lemma 6.4 that

$$
\begin{align*}
& {\left[\begin{array}{c}
\Delta t \\
\operatorname{diag}(\Delta \tilde{X})_{I_{1}} \\
\Delta \tilde{X}_{I_{2} I_{2}}
\end{array}\right]=\sum_{i=1}^{v} u_{i}\left[\begin{array}{c}
0 \\
0 \\
Q_{i}\left(\bar{\Omega}^{i} \circ S\left(Q_{i}^{T}(\Delta \tilde{X}+\Delta \tilde{Z}) Q_{i}\right)+\bar{\Gamma}^{i} \circ T\left(Q_{i}^{T} \Delta(\tilde{X}+\tilde{Z}) Q_{i}\right) Q_{i}^{T}\right)
\end{array}\right]} \\
& +\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & Q_{i}
\end{array}\right] \operatorname{Diag}\left[\vartheta_{I \cup\{\alpha+2\}, I \cup\{\alpha+2\}}^{i}\left[\begin{array}{c}
0 \\
\Delta t \\
\operatorname{diag}(\Delta \tilde{X}+\Delta \tilde{Z})_{I_{1}} \\
\operatorname{diag}\left(Q_{i}^{T}(\Delta \tilde{X}+\Delta \tilde{Z})_{I_{2} I_{2}} Q_{i}\right)
\end{array}\right]\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & Q_{i}^{T}
\end{array}\right] \tag{6.52}
\end{align*}
$$

where $Q_{i} \in \Re^{(\alpha-\beta) \times(\alpha-\beta)}$ is orthogonal matrix, $u_{i}>0, \sum_{i=1}^{v} u_{i}=1$ and $\vartheta_{i} \in$ $\partial H(0, \bar{t}-1, \sigma(\bar{X}+\bar{Z}))$ for $i=1,2, \ldots, v$. Then by Lemma 6.3 and Lemma 6.5, using a simple manipulation, we have

$$
\left\langle\operatorname{diag}(\Delta \tilde{X})_{I_{1}}, \operatorname{diag}(\Delta \tilde{Z})_{I_{1}}\right\rangle+\left\langle\Delta \tilde{X}_{I_{2} I_{2}}, \Delta \tilde{Z}_{I_{2} I_{2}}\right\rangle \geq 0
$$

On the other hand, by the structure of $\vartheta_{i}$ and equation (6.52), we can also deduce that $\operatorname{diag}(\Delta \tilde{X})_{I_{1}}$ is a quantity vector.

After checking all the subcases above and noting (6.43), we can see clearly that $\Delta y$ and $\Delta X$ satisfy

$$
\left\{\begin{array}{l}
B_{\tau_{1} \cup \tau_{21}} \Delta y=0  \tag{6.53}\\
\left(U^{1}\right)^{T} \Delta X V^{1}=k I \\
\left(U^{1}\right)^{T} \Delta X V^{2}=0 \\
\left(U^{2}\right)^{T} \Delta X V^{1}=0
\end{array}\right.
$$

Using the fact $\Delta X=-\mathcal{A}^{*} \Delta y$ and part (iii) of Proposition (6.2), we know $\Delta y=0$ and $\Delta X=0$.

Step2: Consider $i, j \in a_{k}$, where $\beta+1 \leq i \neq j \leq \alpha$. By the construction of generalized Jacobian, there exists a $\eta_{i j}$ depending on $S\left(\Delta \tilde{Z}_{a_{k} a_{k}}\right)$, such that

$$
\left\{\begin{array}{l}
0=\eta_{i j}+\frac{\Delta \tilde{Z}_{i j}-\Delta \tilde{Z}_{j i}}{2}  \tag{6.54}\\
0=\eta_{i j}+\frac{\Delta \tilde{Z}_{j i}-\Delta \tilde{Z}_{i j}}{2}
\end{array}\right.
$$

Hence, $\Delta \tilde{Z}_{j i}=\Delta \tilde{Z}_{i j}$. In order to use the primal constraint nondegeneracy of (1.1), we need to prove $\operatorname{Tr}\left[\left(U^{(1)}\right)^{T} \Delta Z V^{(1)}\right]=0$. Since

$$
\left[\begin{array}{c}
\Delta t  \tag{6.55}\\
0
\end{array}\right]=\Xi_{1}(\Delta \varepsilon, \Delta t, \Delta Z)
$$

it follows from Lemma 6.4 that

$$
\left\{\begin{array}{l}
\Delta t=\sum_{i=1}^{v} u_{i} f_{i}\left(\Delta t+\operatorname{Tr}\left(\Delta \tilde{Z}_{I_{1} I_{1}}\right)\right)+\sum_{i=1}^{v} u_{i} f_{i} i^{i} \operatorname{diag}\left[Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right],  \tag{6.56}\\
0=\sum_{i=1}^{v} u_{i} f_{i}\left(\Delta t+\operatorname{Tr}\left(\Delta \tilde{Z}_{I_{1} I_{1}}\right)\right)+\sum_{i=1}^{v} u_{i} f_{i} l^{i} \operatorname{diag}\left[Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right]
\end{array}\right.
$$

Observing the first two equalities above, we know

$$
\begin{equation*}
\Delta t=0 \quad \text { and } \quad \sum_{i=1}^{v} u_{i} f_{i}\left(\operatorname{Tr}\left(\Delta \tilde{Z}_{I_{1} I_{1}}\right)+l^{i} \operatorname{diag}\left[Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right]\right)=0 \tag{6.57}
\end{equation*}
$$

Hence, it holds that

$$
\begin{align*}
& 0=\sum_{i=1}^{v} u_{i} Q_{i}\left(\operatorname{Diag}\left[f_{i}\left(l^{i}\right)^{T} \operatorname{Tr}\left(\Delta \tilde{Z}_{I_{1} I_{1}}\right)+\left(\operatorname{Diag}\left(1-\left(l^{i}\right)^{T}\right)+f_{i}\left(l^{i}\right)^{T} l^{i}\right) \operatorname{diag}\left(Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right)\right]\right) Q_{i}^{T} \\
&+u_{i} Q_{i}\left(\bar{\Omega}_{i} \circ S\left(Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right)\right) Q_{i}^{T} \tag{6.58}
\end{align*}
$$

Using Lemma 6.3 and Lemma 6.5, we are able to show

$$
\left\{\begin{array}{l}
\operatorname{Tr}\left(\Delta \tilde{Z}_{I_{1} I_{1}}\right)+l^{i} \operatorname{diag}\left[Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right]=0 \\
\operatorname{Tr}\left(\Delta \tilde{Z}_{I_{2} I_{2}}\right)=l^{i} \operatorname{diag}\left[Q_{i}^{T} \Delta \tilde{Z}_{I_{2} I_{2}} Q_{i}\right]
\end{array}, \forall i \in\left\{j \mid u_{j}>0, j=1,2, \ldots, v\right\}\right.
$$

which implies $\operatorname{Tr}(\Delta \tilde{Z})_{1: \alpha, 1: \alpha}=0$. Then one can invoke the part (ii) in Proposition 6.2 and establish that

$$
\Delta Z=0 \quad \text { and } \quad \Delta w=0
$$

This completes the proof.
By combining Proposition 2.11, Proposition 6.1 and Proposition 6.6, we immediately obtain the convergence of smoothing Newton method.

Theorem 6.7. Suppose $A_{1}, \cdots, A_{p}$ are linearly independent and $B$ has full row rank. Then an infinite sequence of $\left\{\varepsilon_{k}, W^{k}\right\}$ is generated by Algorithm 6.1 and each accumulation point $(0, \bar{W})$ of $\left\{\varepsilon_{k}, W^{k}\right\}$ is a solution of $E_{u}(\varepsilon, W)=0$. Let $\bar{W}=$ $(\bar{t}, \bar{X}, \bar{y}, \bar{Z}, \bar{w}) \in \Re \times \Re^{m \times n} \times \Re^{p} \times \Re^{m \times n} \times \Re^{n_{1}+n_{2}}$. If the primal constraint nondegeneracy condition (6.23) holds at $(\bar{t}, \bar{X}, \bar{y})$ and the dual constraint nondegeneracy condition (6.25) holds at $(\bar{Z}, \bar{w})$, then the whole sequence $\left\{\varepsilon_{k}, W^{k}\right\}$ converges to $(0, \bar{W})$ in the order of $1+\gamma$ where $\gamma>0$ is some rational number, i.e.,

$$
\left\|\varepsilon^{k+1}, W^{k+1}-\bar{W}\right\|=O\left(\left\|\varepsilon^{k}, W^{k}-\bar{W}\right\|^{\gamma+1}\right)
$$

Furthermore, if $\bar{t}>0$, in particular $A_{0}, A_{1}, \ldots, A_{p}$ are linearly independent, then the the convergence rate becomes quadratic.

## CHAPTER 6 A SQUARED SMOOTHING NEWTON METHOD

### 6.4 Preliminary numerical results

In this section, we consider the unconstrained randomly generated matrix norm approximation problems

$$
\begin{equation*}
\min \left\|A_{0}-\mathcal{A}^{*} y\right\|_{2} \tag{6.59}
\end{equation*}
$$

In the experiments, the matrices $A_{0}, A_{1}, \ldots, A_{p}$ are generated independently from the multivariate uniform distribution on $[0,1]^{m \times n}$. For the squared smoothing Newton method, we generate a warm starting point by running ADM for at most 50 iterations. The ADM is stopped when $\max \left\{R_{p}, R_{d}\right\}<5 \cdot 10^{-3}$. The squared smoothing Newton method is stopped when the condition $\phi\left(\varepsilon^{k}, W^{k}\right)<10^{-5}$ is met.

| $m\|n\| p$ | $\phi$ | it | pobj \| gap | $R_{p} \mid R_{d}$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $5\|800\| 100$ | 9.7-7 | 5 | 8.39614503 0\| 1.2-6 | 7.6-7\| 1.5-7 | 0.4 |
| 10\| $800 \mid 100$ | 4.3-6 | 7 | 8.53608711 0\| 2.0-6 | 7.5-7\| 1.4-8 | 0.3 |
| 20\| $800 \mid 100$ | 5.7-7 | 8 | 8.91663710 0\| 8.6-7 | 1.9-6\| 5.0-7 | 2.1 |
| 30\| $800 \mid 100$ | 1.6-6 | 7 | 9.43725030 0\| 3.3-6 | 5.4-7\| 6.4-8 | 2.3 |
| 50\| $800 \mid 100$ | 3.3-6 | 11 | 9.84953792 0\| 3.5-6 | 6.6-7\| 5.3-8 | 4.1 |
| 80\| $800 \mid 100$ | 4.9-7 | 8 | 1.05945024 1\| 3.9-6 | 7.7-7\| 3.3-7 | 7.8 |
| 100\| $800 \mid 100$ | 5.2-6 | 7 | 1.079904851 \| 4.6-6 | 5.7-6\| 8.6-6 | 30.6 |
| 200\| 800 | 100 | 3.8-6 | 15 | 1.20325115 1\| 4.3-6 | 6.1-7\| 8.7-7 | 49.4 |
| 400\| 800 | 100 | 7.8-8 | 12 | 1.377615891 \| 4.4-6 | 4.2-7\| 6.1-8 | 85.1 |
| 600\| $800 \mid 100$ | 4.1-6 | 15 | 1.49803951 1\| 8.4-6 | 9.7-7\| 2.3-7 | 204.7 |
| 800\| $800 \mid 100$ | 3.5-7 | 13 | $1.605697121 \mid 5.4-7$ | 7.6-7\| 5.3-8 | 656.1 |

Table 6.1: Results for unconstrained random matrix norm approximation problems.

Table 6.1 shows the smoothing Newton methods work well for all the tested examples, especially for the case $m \ll n$. It is able to obtain solutions with relative high accuracy in a few iterations. However, with the increased scale of $m$, the consumed time grows up quickly. Then, as one can expect from the Interior point methods, the smoothing Newton method would encounter the high computational cost issues, which limits its application to large scale problems.

## Chapter 7

## Conclusion remark

In this thesis, we designed efficient algorithms for solving the matrix norm approximation problems. We first proposed a first order alternating direction method (ADM) to solve this problem. At each iteration, the subproblem involved can either be solved by a fast algorithm or it has a closed form solution, which makes the ADM easily implementable.

To obtain solutions of high accuracy, we also proposed a semismooth Newton-CG dual proximal point algorithm (SNDPPA) to solve large scale matrix norm approximation problems. In each iteration, the dual PPA solves its subproblem by a semismooth Newton method and the Newton direction is computed inexactly by a PCG solver. Theoretical results to guarantee the global convergence and local superlinear convergence of the dual PPA are established based on the classical analysis of proximal point algorithms. Capitalizing on the recent advances on spectral operator and related perturbation analysis, we also characterize the nonsingularity of the semismooth Newton systems. The latter property is an important condition for the fast convergence of the semismooth Newton method. Extensive numerical experiments on problems arising from different areas are conducted to evaluate the performance of the SNDPPA against the ADM. The numerical results show that the SNDPPA is very efficient and robust, and it substantially outperforms the ADM.

Motivated by the great success of Interior point methods for the second order cone programming, we also designed a squared smoothing Newton method for the MNA problem in which the matrix is of much more columns than rows. Suplinear convergence of this method is also established under the primal and dual constraint nondegenerate conditions for the MNA problems and its dual at the primal dual optimal solution pairs. We conduct preliminary numerical experiments to investigate the performance of the smoothing Newton method. When the problem scale is small or moderate, the numerical results reveals that our smoothing Newton method is robust and efficient for the matrix norm approximation problems which is of the flat structure.
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