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## Summary

The nonsymmetric matrix-valued function plays an important role in some basic issues on designing and analyzing semismooth/smoothing Newton methods for nonsymmetric matrix optimization problems, which have been recently the focus of many studies in the science and engineering community. In this thesis, we study some key properties of nonsymmetric matrix-valued functions and their smoothing counterparts. The nonsymmetric matrix-valued function is defined as follows: For any $Y \in \Re^{p \times q}$, assume that $Y$ has the singular value decomposition

$$
Y=U\left[\begin{array}{ll}
\Sigma & 0
\end{array}\right] V^{T} .
$$

Then, we define the nonsymmetric matrix-valued function $G: \Re^{p \times q} \rightarrow \Re^{p \times q}$ associated with the real valued function $g: \Re_{+} \rightarrow \Re$ by

$$
G(Y):=U[g(\Sigma) 0] V^{T} .
$$

In Chapter 2, we study the well definedness of the nonsymmetric matrix-valued function. Based on the relationship between the symmetric matrix-valued function and the nonsymmetric matrix-valued function, we show that the continuity, differentiability, continuous differentiability, locally Lipschitz continuity, directional
differentiability and (strongly) semismoothness are inherited by $G$ from $g$. Importantly, we give the formulas for the directional derivative and the generalized Jacobian of $G$.

In Chapter 3, we introduce a generalized smoothing function $H$ of the nonsmooth nonsymmetric matrix-valued function $G$ by using the smoothing function $h$ of the real-valued function $g$. We show that the smoothing function $H$ inherits the properties of locally Lipschitz continuity, continuous differentiability, directional differentiability and (strongly) semismoothness from $h$.

## Chapter

## Introduction

Let $\Re^{p \times q}$ be the space of $p \times q$ real nonsymmetric matrices. We assume without loss of generality that $p \leq q$ (otherwise we can consider the transposition of the matrix). Let $Y$ admit the following singular value decomposition:

$$
Y=U\left[\begin{array}{ll}
\Sigma & 0
\end{array}\right] V^{T}=U\left[\begin{array}{ll}
\Sigma & 0
\end{array}\right]\left[\begin{array}{ll}
V_{1} & V_{2} \tag{1.1}
\end{array}\right]^{T}=U \Sigma V_{1}^{T},
$$

where $U \in \Re^{p \times p}$ and $V \in \Re^{q \times q}$ are orthogonal matrices, $V_{1} \in \Re^{q \times p}, V_{2} \in \Re^{q \times(q-p)}$ and $V=\left[V_{1} V_{2}\right], \Sigma=\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{p}\right]$, and $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{p} \geq 0$ are the singular values of $Y$. Let $g: \Re_{+} \rightarrow \Re$ be a real valued function. We can then define the nonsymmetric matrix-valued function $G: \Re^{p \times q} \rightarrow \Re^{p \times q}$ associated with $g$ by:

$$
\begin{equation*}
G(Y):=U[g(\Sigma) 0] V^{T}, \tag{1.2}
\end{equation*}
$$

where $g(\Sigma)=\operatorname{diag}\left[g\left(\sigma_{1}\right), \ldots, g\left(\sigma_{p}\right)\right]$.
Our study of nonsymmetric matrix-valued functions is motivated by recent interest in matrix optimization problems whose variables involve nonsymmetric matrices. One particular example arising in many fields of engineering and science is the so-called nuclear norm optimization problem, which has been the focus of several recent studies. One common model is the following nuclear norm minimization
problem with linear and second order cone constraints considered in [11]:

$$
\begin{equation*}
\min \left\{\|X\|_{*}: \mathcal{A}_{e}(X)=b_{e}, \mathcal{A}_{q}(X)-b_{q} \in \mathcal{K}^{m_{2}}, X \in \Re^{p \times q}\right\} \tag{1.3}
\end{equation*}
$$

where $\|X\|_{*}$ is defined as the sum of singular values of $X$, the linear operators $\mathcal{A}_{e}: \Re^{p \times q} \rightarrow \Re^{m_{1}}$ and $\mathcal{A}_{q}: \Re^{p \times q} \rightarrow \Re^{m_{2}}$, the vectors $b_{e} \in \Re^{m_{1}}, b_{q} \in \Re^{m_{2}}$ are given, and $\mathcal{K}^{m_{2}}$ denotes the second order cone of dimension $m_{2}$; see also $[2,13]$ for the studies on problem (1.3) with linear equality constraints only. Another common model is the following nuclear norm regularized linear least squares problem with linear and second order cone constraints ([12]):

$$
\min \left\{\frac{1}{2}\left\|\mathcal{A}_{u}(X)-b_{u}\right\|^{2}+\mu\|X\|_{*}: \mathcal{A}_{e}(X)=b_{e}, \mathcal{A}_{l}(X) \geq b_{l}, \mathcal{A}_{q}(X)-b_{q} \in \mathcal{K}^{m_{q}}\right\}(1.4)
$$

where the linear operators $\mathcal{A}_{j}: \Re^{p \times q} \rightarrow \Re^{m_{j}}, j=u, e, l, q$, the vectors $b_{j} \in \Re^{m_{j}}, j=$ $u, e, l, q$ and $\mu>0$ are given. For more discussions on special cases of problem (1.4), one may refer to the papers $[9,13,22]$ and references therein.

For each $\tau \geq 0$, the soft thresholding operator $\mathcal{D}_{\tau}(\cdot)$ arising from nuclear norm optimization problems (see $[9,11,13,22])^{1}$, which is defined as follows:

$$
\mathcal{D}_{\tau}(Y):=U g_{\tau}(\Sigma) V^{T}, \quad g_{\tau}(\Sigma)=\left[\operatorname{diag}\left(\left\{\sigma_{i}-\tau\right\}_{+}\right) \quad 0\right],
$$

is a special case of the nonsymmetric matrix-valued functions associated with $g_{\tau}$ (see Example 2.3.1 for the definition of $g_{\tau}$ ). A recent result of Jiang et al. [9] shows that the soft thresholding operator $\mathcal{D}_{\tau}(\cdot)$ is strongly semismooth everywhere. This property plays a key role in analyzing the quadratic convergence of generalized Newton methods for solving (1.4) with linear equalities only, see [9] for the details. Another result developed in [12] proved that a smoothing function of $\mathcal{D}_{\tau}(\cdot)$ based on Huber function is also strongly semismooth, which is crucial for the application

[^0]of the smoothing Newton methods to (1.4). These results motivate us to address the following natural questions: Does the nonsymmetric matrix-valued function $G$ inherit properties from $g$ in general as like in [3]? Can we extend the results in [12] to generalized smoothing functions of nonsmooth nonsymmetric matrix-valued functions? The answer to these two questions is the main purpose of the thesis.

In Chapter 2, we first discuss about the well-definedness of the nonsymmetric matrix-valued function $G$. We then study the continuity and differential properties of the nonsymmetric matrix-valued function $G$ in general. In particular, we show that the properties of continuity, (locally) Lipschitz continuity, directional differentiability, differentiability, continuous differentiability, and ( $\rho$-order) semismoothness are each inherited by $G$ from $g$. These results parallel those obtained in [3] for symmetric matrix-valued functions and are useful in the design and analysis of generalized nonsmooth methods for solving nonsymmetric matrix optimization problems. Our proofs are based on a relation between the nonsymmetric matrixvalued $G$ and a symmetric matrix-valued function defined by (2.6).

Chapter 3 is devoted to studying the smoothing functions of nonsmooth nonsymmetric matrix-valued functions. In particular, we are interested in the kind of smoothing functions: $H(\epsilon, Y): \Re \times \Re^{p \times q} \rightarrow \Re^{p \times q}$ such that $H$ is continuously differentiable on $\Re \times \Re^{p \times q}$ unless $\epsilon=0$ and $\lim _{\epsilon \downarrow 0, Z \rightarrow Y} R(\epsilon, Z)=G(Y)$. We define a smoothing function $H$ of $G$ by

$$
\begin{equation*}
H(\epsilon, Y):=U \operatorname{diag}\left[h\left(\epsilon, \sigma_{1}(Y)\right), \ldots, h\left(\epsilon, \sigma_{p}(Y)\right) \quad 0\right] V^{T} \tag{1.5}
\end{equation*}
$$

where $h: \Re \times \Re \rightarrow \Re$ is a smoothing function of $g$. Our analysis shows that the properties of Lipschitz continuity, continuous differentiability, directional differentiability and (strong) semismoothness are also inherited by $H$ from $h$. The property of (strong) semismoothness of the smoothing nonsmooth nonsymmetric matrix valued functions paves a way for extending the smoothing Newton methods for symmetric matrix optimization problems to nonsymmetric cases.

To make the thesis completely self-contained, we have also included two appendices. Appendix A reviews some basic properties of vector-valued functions which are continuity, (locally) Lipschitz continuity, directional differentiability, continuous differentiability and ( $\rho$-order) semismoothness. Appendix B contains some results related to the properties of symmetric matrix-valued functions that are used to analyze the properties of nonsymmetric matrix-valued functions.

## Chapter <br> 2

## Nonsymmetric matrix-valued functions

In this chapter, we first present the nonsymmetric matrix-valued function $G$ is well-defined and then study the continuity and differential properties of the nonsymmetric matrix-valued function $G$ in general. In particular, we show that the properties of continuity, (locally) Lipschitz continuity, directional differentiability, differentiability, continuous differentiability and ( $\rho$-order) semismoothness are inherited by $G$ from $g$.

### 2.1 Well-definedness

For any given real-valued function $g$ defined on $\Re_{+}$only, we first show that $g(0)=0$ is the sufficient and necessary condition for the well-definedness of $G$.

Given real-valued function $\hat{g}$ defined on $\Re_{+}$,

$$
\begin{equation*}
\hat{G}(Y)=U[\hat{g}(\Sigma) 0] V^{T}=U[g(\Sigma) 0] V^{T}+U[\hat{g}(0) 0] V^{T}=U[g(\Sigma) 0] V^{T}+\hat{g}(0) U V_{1}^{T}, \tag{2.1}
\end{equation*}
$$

where $g(t):=\hat{g}(t)-\hat{g}(0), t \geq 0, g(0)=0$.

For subsequent discussions, we need to extend the values of $g$ to $\Re$ as follows

$$
g(t)= \begin{cases}g(t) & \text { if } t \geq 0  \tag{2.2}\\ -g(-t) & \text { if } t<0\end{cases}
$$

That is, $g$ is odd as a function from $\Re$ to $\Re$.
First we address that the nonsymmetric matrix-valued function $G$ as in (1.2) is well defined for any given function $g: \Re_{+} \rightarrow \Re, g(0)=0$. For this purpose, we need to define the linear operator $\Xi: \Re^{p \times q} \rightarrow \mathcal{S}^{p+q}$ as follows:

$$
\Xi(X):=\left[\begin{array}{cc}
0 & X  \tag{2.3}\\
X^{T} & 0
\end{array}\right], \quad \forall X \in \Re^{p \times q} .
$$

Proposition 2.1.1. Let $g: \Re_{+} \rightarrow \Re$ be a real valued function, $g(0)=0$. Assume that $Y \in \Re^{p \times q}$ has the singular value decomposition as in (1.1). Then, the corresponding nonsymmetric matrix-valued function $G(Y)$ given by (1.2) is well defined.

Proof. First define an orthogonal matrix $Q \in \Re^{(p+q) \times(p+q)}$ by

$$
Q:=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
U & U & 0  \tag{2.4}\\
V_{1} & -V_{1} & \sqrt{2} V_{2}
\end{array}\right]
$$

where $U, V_{1}, V_{2}$ are given as in (1.1). It follows from [7, pp. 448] that $\Xi(Y)$ has the following eigenvalue decomposition:

$$
\Xi(Y)=Q\left[\begin{array}{ccc}
\Sigma & 0 & 0  \tag{2.5}\\
0 & -\Sigma & 0 \\
0 & 0 & 0
\end{array}\right] Q^{T}
$$

Since $\Xi(Y)$ is symmetric, $F(\Xi(Y)$ ) ( $F$ is the symmetric matrix-valued function. See Appendix B for its definition and properties.) associated with $f=g$ is well
defined (see [1]). Let us define $\Psi: \Re^{p \times q} \rightarrow \mathcal{S}^{p+q}$ by

$$
\Psi(Y):=F(\Xi(Y))=Q\left[\begin{array}{lll}
g(\Sigma) & &  \tag{2.6}\\
& g(-\Sigma) & \\
& & g(0)
\end{array}\right] Q^{T} .
$$

Then, by (2.4), (2.5), and (2.6), we obtain that

$$
\begin{aligned}
\Psi(Y) & =\frac{1}{2}\left[\begin{array}{ccc}
U & U & 0 \\
V_{1} & -V_{1} & \sqrt{2} V_{2}
\end{array}\right]\left[\begin{array}{ccc}
g(\Sigma) & & \\
& g(-\Sigma) & \\
& & g(0)
\end{array}\right]\left[\begin{array}{cc}
U^{T} & V_{1}^{T} \\
U^{T} & -V_{1}^{T} \\
0 & \sqrt{2} V_{2}^{T}
\end{array}\right] \\
& =\frac{1}{2}\left[\begin{array}{cc}
U(g(\Sigma)+g(-\Sigma)) U^{T} & U(g(\Sigma)-g(-\Sigma)) V_{1}^{T} \\
V_{1}(g(\Sigma)-g(-\Sigma)) U^{T} & V_{1}(g(\Sigma)+g(-\Sigma)) V_{1}^{T}+2 V_{2} g(0) V_{2}^{T}
\end{array}\right],
\end{aligned}
$$

which, together with (2.2), implies that

$$
\Psi(Y)=\left[\begin{array}{cc}
0 & U g(\Sigma) V_{1}^{T}  \tag{2.7}\\
V_{1} g(\Sigma) U^{T} & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & G(Y) \\
G(Y)^{T} & 0
\end{array}\right] .
$$

This shows that the corresponding nonsymmetric matrix-valued function $G(Y)$ is well defined. The proof is complete.

On the other hand, since $U V_{1}$ depend on the singular value decomposition of $Y$, from (2.1) we know that, $g(0)=0$ is the necessary condition for the well-definedness of $G$.

Thus, for any real-valued function $g$ defined on $\Re_{+}$only, $g(0)=0$ is the sufficient and necessary condition for the well-definedness of $G$. In the following discussion of this thesis, we assume that $g(0)=0$.

### 2.2 Continuity and differential properties

In this section, we show that the properties of continuity, (locally) Lipschitz continuity, differentiability, and continuous differentiability are inherited by the nonsymmetric matrix-valued function $G$ defined as in (1.2) from the real-valued function $g: \Re_{+} \rightarrow \Re$. To this end, we review some useful perturbation results for the spectral decomposition.

Let $\mathcal{S}^{n}$ be the space of real symmetric matrices. For each $X \in \mathcal{S}^{n}$, we define the following set of orthonormal eigenvectors of $X$ by

$$
\mathcal{L}_{X}:=\left\{P \in \mathcal{O} \mid P^{T} X P \in \mathcal{D}\right\}
$$

where $\mathcal{O}$ denotes the space of $n \times n$ orthonormal matrices and $\mathcal{D}$ denotes the space of $n \times n$ real diagonal matrices with nonincreasing diagonal entries.

Lemma 2.2.1. [4, Lemma 3] For any $X \in \mathcal{S}^{n}$, there exist scalars $\eta>0$ and $\epsilon>0$ such that

$$
\begin{equation*}
\min _{P \in \mathcal{L}_{X}}\|P-Q\| \leq \eta\|X-Y\| \forall Y \in \mathcal{B}(X, \epsilon), \quad \forall Q \in \mathcal{L}_{Y} \tag{2.8}
\end{equation*}
$$

Lemma 2.2.2. [1, p. 63] For any $X, Y \in \mathcal{S}^{n}$, let $\lambda_{1}, \ldots, \lambda_{n}$ and $\mu_{1}, \ldots, \mu_{n}$ be the eigenvalues of $X$ and $Y$, respectively. Then

$$
\begin{equation*}
\left|\lambda_{i}-\mu_{i}\right| \leq\|X-Y\| \quad \forall i=1, \ldots, n . \tag{2.9}
\end{equation*}
$$

For any $Y \in \Re^{p \times q}$, assume that $Y$ has the singular value decomposition as in (1.1), we define the following set of orthonormal eigenvectors of $\Xi(Y)$ by

$$
\mathcal{O}_{\Xi(Y)}:=\left\{Q \in \mathcal{O} \mid Q^{T} \Xi(Y) Q \in \tilde{D}\right\},
$$

where $\tilde{D}$ denote the space of $(p+q) \times(p+q)$ real diagonal matrix $\operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{p+q}\right]$, where $\lambda_{i}=\sigma_{i}, i=1, \ldots, p, \lambda_{i}=-\sigma_{i-p}, i=p+1, \ldots, 2 p$, and $\lambda_{i}=0, i=$ $2 p+1, \ldots, p+q$.

Lemma 2.2.3. For any $Y \in \Re^{p \times q}$, there exist scalars $\eta>0$ and $\epsilon>0$ such that

$$
\begin{equation*}
\min _{P \in \mathcal{O} \Xi(X)}\|P-Q\| \leq \eta\|\Xi(X)-\Xi(Y)\| \forall \Xi(Y) \in \mathcal{B}(\Xi(X), \epsilon), \quad \forall Q \in \mathcal{O}_{\Xi}(Y) . \tag{2.10}
\end{equation*}
$$

Proof. For any $P \in \mathcal{L}_{\Xi(X)}$ and $Q \in \mathcal{L}_{\Xi(Y)}$, there exist a permutation matrix $W$ such that $W P \in \mathcal{O}_{\Xi(X)}$ and $W P \in \mathcal{O}_{\Xi(Y)}$. Then from Lemma 2.2.1, there exist scalars $\eta>0$ and $\epsilon>0$ such that

$$
\min _{P \in \mathcal{L}_{\Xi(X)}}\|P-Q\|=\min _{P \in \mathcal{L}_{\Xi(X)}}\|W P-W Q\| \leq \eta\|\Xi(X)-\Xi(Y)\|,
$$

for any $\Xi(Y) \in \mathcal{B}(\Xi(X), \epsilon)$ and any $Q \in \mathcal{O}_{\Xi}(Y)$. Then we get (2.10).

Theorem 2.2.4. Let $g: \Re_{+} \rightarrow \Re$ be a real valued function. Then, the following results hold:
(a) $G$ is continuous at $Y \in \Re^{p \times q}$ with singular values $\sigma_{1}, \ldots, \sigma_{p}$ if and only if $g$ is continuous at $\sigma_{1}, \ldots, \sigma_{p}$.
(b) $G$ is continuous on $\Re^{p \times q}$ if and only if $g$ is continuous on $\Re_{+}$.

Proof. (a) From (2.7), we know that $G$ is continuous at $Y$ if and only if $\Psi$ is continuous at $Y$. We first show that if $g$ is continuous at $\sigma_{1}, \ldots, \sigma_{p}, \Psi$ is continuous at $Y$.

From Lemma 2.2.3, we know that there exist $\eta>0$ and $\epsilon>0$ such that for any $\Xi(Y+\Delta Y) \in \mathcal{B}(\Xi(Y), \epsilon)$, where $Y+\Delta Y=\bar{U}\left[\operatorname{diag}\left(\nu_{1}, \ldots, \nu_{p}\right) \quad 0\right] \bar{V}^{T}$,

$$
\min _{Q \in \mathcal{O}_{\Xi(Y)}}\|Q-\bar{Q}\| \leq \eta\|\Xi(\Delta Y)\|, \quad \forall \bar{Q} \in \mathcal{O}_{\Xi(Y+\Delta Y)}
$$

Since $g$ defined by (2.2) is an odd function, we obtain that

$$
\begin{aligned}
& \Psi(Y)-\Psi(Y+\Delta Y) \\
& =Q \operatorname{diag}\left[g\left(\sigma_{1}\right), \ldots, g\left(\sigma_{p}\right), \ldots,-g\left(\sigma_{1}\right), \ldots,-g\left(\sigma_{p}\right), 0, \ldots, 0\right] Q^{T} \\
& -\bar{Q} \operatorname{diag}\left[g\left(\nu_{1}\right), \ldots, g\left(\nu_{p}\right), \ldots,-g\left(\nu_{1}\right), \ldots,-g\left(\nu_{p}\right), 0, \ldots, 0\right] \bar{Q}^{T} \\
& =Q \operatorname{diag}\left[g\left(\sigma_{1}\right)-g\left(\nu_{1}\right), \ldots, g\left(\sigma_{p}\right)-g\left(\nu_{p}\right),-g\left(\sigma_{1}\right)+g\left(\nu_{1}\right), \ldots,-g\left(\sigma_{p}\right)+g\left(\sigma_{p}\right), 0, \ldots, 0\right] Q^{T} \\
& +(Q-\bar{Q}) \operatorname{diag}\left[g\left(\nu_{1}\right), \ldots,-g\left(\nu_{p}\right), 0, \ldots, 0\right] Q^{T}+\bar{Q} \operatorname{diag}\left[g\left(\nu_{1}\right), \ldots,-g\left(\nu_{p}\right), 0, \ldots, 0\right](Q-\bar{Q})^{T} \\
& \rightarrow 0 \quad \text { as } \Delta Y \rightarrow 0,
\end{aligned}
$$

which shows that $G$ is continuous at $Y$.
Suppose instead $G$ is continuous at $Y$. Fix any orthogonal matrices $U$ and $V$ such that $Y=U[\Sigma 0] V^{T}$, where $\Sigma=\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{p}\right]$. Then for any $i \in\{1, \ldots, p\}$,

$$
Z=U\left[\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{i-1}, \mu_{i}, \sigma_{i+1}, \ldots, \sigma_{p}\right] \quad 0\right] V^{T} \rightarrow Y \quad \text { as } \quad \mu_{i} \rightarrow \sigma_{i}
$$

and hence $G(Z) \rightarrow G(Y)$. By the definition of $G$, we know that $g\left(\mu_{i}\right) \rightarrow g\left(\sigma_{i}\right)$, that is, $g$ is continuous at $\sigma_{i}$.
(b) is an immediate consequence of (a).

Now assume that the function $g: \Re \rightarrow \Re$ defined by (2.2) is differentiable at $\sigma_{1}, \ldots, \sigma_{p}$, we denote by $\Omega$ the $(p+q) \times(p+q)$ symmetric matrix whose $(i, j)$ th entry is given by
$(\Omega)_{i j}= \begin{cases}\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} & \text { if } \lambda_{i} \neq \lambda_{j}, \\ g^{\prime}\left(\lambda_{i}\right) & \text { if } \lambda_{i}=\lambda_{j}, \text { and } i \in\{1, \ldots, 2 p\}, j \in\{1, \ldots, p+q\}, \\ g^{\prime}(0) & \text { if } \lambda_{i}=\lambda_{j}=0, \text { and } i \in\{2 p+1, \ldots, p+q\}, j \in\{1, \ldots, 2 p\}, \\ 0 & \text { if } i, j \in\{2 p+1, \ldots, p+q\} .\end{cases}$
Lemma 2.2.5. $\Psi$ is differentiable at $Y$ if and only if $g$ is differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. Furthermore, if $\Psi$ is differentiable at $Y$, we have

$$
\begin{equation*}
\Psi^{\prime}(Y) H=Q\left(\Omega \circ\left(Q^{T} \Xi(H) Q\right)\right) Q^{T} \quad \forall H \in \Re^{p \times q} \tag{2.11}
\end{equation*}
$$

Proof. Suppose first that $g$ is differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. Then, it is also differentiable at $-\sigma_{1}, \ldots,-\sigma_{p}$, that is, $g$ is differentiable at $\lambda_{1}, \ldots, \lambda_{2 p}$.

By Lemma 2.2.3, we know that there exist scalars $\eta>0$ and $\epsilon>0$ such that

$$
\min _{Q \in \mathcal{O} \Xi(Y)}\|Q-\bar{Q}\| \leq \eta\|\Xi(Y)-\Xi(\bar{Y})\|, \forall \bar{Y} \in \mathcal{B}(Y, \epsilon), \forall \bar{Q} \in \mathcal{O}_{\Xi(\bar{Y})}
$$

We show below that for any $H \in \Re^{p \times q}$ with $\|H\| \leq \epsilon$, there exists $Q \in \mathcal{O}_{\Xi(Y)}$ such that

$$
\begin{equation*}
\Psi(Y+H)-\Psi(Y)-Q\left(\Omega \circ\left(Q^{T} \Xi(H) Q\right)\right) Q^{T}=o(\|H\|) \tag{2.12}
\end{equation*}
$$

This together with the independence of the third term on $Q$ (see [1]) would show that $\Psi$ is differentiable at $Y$ and $\Psi^{\prime}(Y)$ is given by (2.11).

Let $\nu_{1}, \ldots, \nu_{p+q}$ be the eigenvalues of $\Xi(Y+H)$ and $\tau_{1}, \ldots, \tau_{p}$ be the singular value of $Y+H$. Fix any $\bar{Q} \in \mathcal{O}_{\Xi(Y+H)}$, then $\nu_{i}=\tau_{i}(i=1, \ldots, p), \nu_{i}=-\tau_{i-p}$ $(i=p+1, \ldots, 2 p)$ and $\nu_{i}=0(i=2 p+1, \ldots, p+q)$. By Lemma 2.2.3, we know that there exists $Q \in \mathcal{O}_{\Xi(Y)}$ satisfying

$$
\begin{equation*}
\|Q-\bar{Q}\| \leq \eta\|\Xi(H)\| . \tag{2.13}
\end{equation*}
$$

For simplicity, let $r$ denote the left-hand side of (2.12), i.e.,

$$
r:=\Psi(Y+H)-\Psi(Y)-Q\left(\Omega \circ\left(Q^{T} \Xi(H) Q\right)\right) Q^{T},
$$

and denote $\bar{r}:=Q^{T} r Q$ and $\bar{h}:=Q^{T} \Xi(H) Q$. Then we have

$$
\begin{equation*}
\bar{r}=o^{T} b o-a-\Omega \circ \bar{h}, \tag{2.14}
\end{equation*}
$$

where for simplicity we denote $a:=\operatorname{diag}\left[g\left(\lambda_{1}\right), \ldots, g\left(\lambda_{p+q}\right)\right], b:=\operatorname{diag}\left[g\left(\nu_{1}\right), \ldots, g\left(\nu_{p+q}\right)\right]$, and $o:=\bar{Q}^{T} Q$. Note that

$$
o=\bar{Q}^{T} Q=(\bar{Q}-Q)^{T} Q+I
$$

which, together with (2.13), implies that

$$
\begin{equation*}
o_{i j}=O(\|\Xi(H)\|) \quad \forall i \neq j . \tag{2.15}
\end{equation*}
$$

Since $Q, \bar{Q} \in \mathcal{O}$, we have $o \in \mathcal{O}$ so that $o^{T} o=I$. This implies

$$
\begin{gather*}
1=o_{i i}^{2}+\sum_{k \neq i} o_{k i}^{2}=o_{i i}^{2}+O\left(\|\Xi(H)\|^{2}\right), \quad i=1, \ldots, p+q,  \tag{2.16}\\
0=o_{i i} o_{i j}+o_{j i} o_{j j}+\sum_{k \neq i, j} o_{k i} o_{k j}=o_{i i} o_{i j}+o_{j i} o_{j j}+O\left(\|\Xi(H)\|^{2}\right) \quad \forall i \neq j . \tag{2.17}
\end{gather*}
$$

On the other hand, since

$$
\operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{p+q}\right]=Q^{T} \Xi(Y) Q=o^{T} \operatorname{diag}\left[\nu_{1}, \ldots, \nu_{p+q}\right] o-\bar{h},
$$

we have

$$
\sum_{k=1}^{p+q} o_{k i} o_{k j} \nu_{k}-\bar{h}_{i j}=\left\{\begin{array}{ll}
\lambda_{i} & \text { if } i=j,  \tag{2.18}\\
0 & \text { otherwise },
\end{array} \quad i, j=1, \ldots, p+q .\right.
$$

We now show that $\bar{r}=o(\|\Xi(H)\|)=o(\|H\|)$, which, by $\|r\|=\|\bar{r}\|$, would prove (2.12). For any $i \in\{1, \ldots, 2 p\}$, from (2.14), (2.18) and the fact that $g\left(\nu_{k}\right)=$ $g(0)=0$ when $k \geq 2 p+1$, we have that

$$
\begin{aligned}
\bar{r}_{i i}= & \sum_{k=1}^{2 p} o_{k i}^{2} g\left(\nu_{k}\right)-g\left(\lambda_{i}\right)-g^{\prime}\left(\lambda_{i}\right) \bar{h}_{i i} \\
= & \sum_{k=1}^{2 p} o_{k i}^{2} g\left(\nu_{k}\right)-g\left(\lambda_{i}\right)-g^{\prime}\left(\lambda_{i}\right)\left(-\lambda_{i}+\sum_{k=1}^{2 p} o_{k i}^{2} \nu_{k}\right) \\
= & o_{i i}^{2} g\left(\nu_{i}\right)-g\left(\lambda_{i}\right)-g^{\prime}\left(\lambda_{i}\right)\left(-\lambda_{i}+o_{i i}^{2} \nu_{i}\right)+O\left(\|\Xi(H)\|^{2}\right) \\
= & \left(1+O\left(\|\Xi(H)\|^{2}\right)\right) g\left(\nu_{i}\right)-g\left(\lambda_{i}\right)-g^{\prime}\left(\lambda_{i}\right)\left(-\lambda_{i}+\left(1+O\left(\|\Xi(H)\|^{2}\right)\right) \nu_{i}\right) \\
& +O\left(\|\Xi(H)\|^{2}\right) \\
= & g\left(\nu_{i}\right)-g\left(\lambda_{i}\right)-g^{\prime}\left(\lambda_{i}\right)\left(\nu_{i}-\lambda_{i}\right)+O\left(\|\Xi(H)\|^{2}\right),
\end{aligned}
$$

where the third and fifth equalities use (2.15), (2.16), and the local boundedness of $g$. Since $g$ is differentiable at $\lambda_{1}, \ldots, \lambda_{2 p}\left(\lambda_{i}=\sigma_{i}, i=1, \ldots, p\right.$ and $\lambda_{i}=-\sigma_{i}$, $i=p+1, \ldots, 2 p)$, by Lemma 2.2.2, we know that the right hand side is $o(\|\Xi(H)\|)$.

For $i \in\{2 p+1, \ldots, p+q\}$, since $k \neq i$, we have

$$
\begin{aligned}
\bar{r}_{i i} & =\sum_{k=1}^{2 p} o_{k i}^{2} g\left(\nu_{k}\right)-g\left(\lambda_{i}\right)-0 \cdot \bar{h}_{i i} \\
& =-g\left(\lambda_{i}\right)+O\left(\|H\|^{2}\right) .
\end{aligned}
$$

Since $\lambda_{i}=0$, it hold that $\bar{r}_{i i}=o(\|H\|)$.
For any $i, j \in\{1, \ldots, p+q\}$ with $i \neq j$, from (2.14), (2.18) and $g\left(\nu_{k}\right)=g(0)=0$ when $k \geq 2 p+1$, we obtain that

$$
\begin{aligned}
\bar{r}_{i j}= & \sum_{k=1}^{p+q} o_{k i} o_{k j} g\left(\nu_{k}\right)-\Omega_{i j} \bar{h}_{i j} \\
= & \sum_{k=1}^{p+q} o_{k i} o_{k j} g\left(\nu_{k}\right)-\Omega_{i j} \sum_{k=1}^{p+q} o_{k i} o_{k j} \nu_{k} \\
= & o_{i i} o_{i j} g\left(\nu_{i}\right)+o_{j i} o_{j j} g\left(\nu_{j}\right)-\Omega_{i j}\left(o_{i i} o_{i j} \nu_{i}+o_{j i} o_{j j} \nu_{j}\right)+O\left(\|\Xi(H)\|^{2}\right) \\
= & \left(o_{i i} o_{i j}+o_{j i} o_{j j}\right) g\left(\nu_{i}\right)+o_{j i} o_{j j}\left(g\left(\nu_{j}\right)-g\left(\nu_{i}\right)\right) \\
& -\Omega_{i j}\left(\left(o_{i i} o_{i j}+o_{j i} o_{j j}\right) \nu_{i}+o_{j i} o_{j j}\left(\nu_{j}-\nu_{i}\right)\right)+O\left(\|\Xi(H)\|^{2}\right) \\
= & o_{j i} o_{j j}\left(g\left(\nu_{j}\right)-g\left(\nu_{i}\right)-\Omega_{i j}\left(\nu_{j}-\nu_{i}\right)\right)+O\left(\|\Xi(H)\|^{2}\right),
\end{aligned}
$$

where the third and fifth equalities use (2.15), (2.17) and the local boundedness of $g$. We consider the following six cases to prove $r=o(\|H\|)$.

Case 1: $\lambda_{i}=\lambda_{j}$ and $i \in\{1, \ldots, 2 p\}, j \in\{1, \ldots, p+q\}$. The preceding relation together with (2.15), (2.16) and $\left|\nu_{i}-\lambda_{i}\right| \leq\|\Xi(H)\|,\left|\nu_{j}-\lambda_{j}\right| \leq\|\Xi(H)\|$ and the continuity of $g$ at $\lambda_{i}$ yields

$$
\bar{r}_{i j}=o(\|\Xi(H)\|) .
$$

Case 2: $\lambda_{i}=\lambda_{j}, i \in\{2 p+1, \ldots, p+q\}$ and $j \in\{1, \ldots, 2 p\}$. We know that $\nu_{i}=0$, so $\bar{r}_{i j}=o_{j i} o_{j j}\left(g\left(\nu_{j}\right)-g^{\prime}(0) \nu_{j}\right)$. Together with (2.15), (2.16), $\left|\nu_{j}-0\right| \leq\|\Xi(H)\|$, and the continuity of $g$ at 0 , we have $\bar{r}_{i j}=o(\|\Xi(H)\|)$.

Case 3: $i, j \in\{2 p+1, \ldots, p+q\}$. In this case, we have $\nu_{i}=\nu_{j}=0$ and hence $\bar{r}_{i j}=o(\|\Xi(H)\|)$.

Case 4: $\lambda_{i} \neq \lambda_{j}$ and $i, j \in\{1, \ldots, 2 p\}$. Then, we know that $\Omega_{i j}=\left(g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)\right) /\left(\lambda_{i}-\right.$ $\lambda_{j}$ ) in this case. The preceding relation yields

$$
\begin{aligned}
\bar{r}_{i j} & =o_{j i} o_{j j}\left(g\left(\nu_{j}\right)-g\left(\nu_{i}\right)-\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}}\left(\nu_{j}-\nu_{i}\right)\right)+O\left(\|\Xi(H)\|^{2}\right) \\
& =o_{j i} o_{j j}\left(g\left(\nu_{j}\right)-g\left(\nu_{i}\right)-\left(g\left(\lambda_{j}\right)-g\left(\lambda_{i}\right)\right)\left(1+\frac{\nu_{j}-\nu_{i}-\lambda_{j}+\lambda_{i}}{\lambda_{j}-\lambda_{i}}\right)\right)+O\left(\|\Xi(H)\|^{2}\right) .
\end{aligned}
$$

This together with (2.15), (2.16) and $\left|\nu_{i}-\lambda_{i}\right| \leq\|\Xi(H)\|,\left|\nu_{j}-\lambda_{j}\right| \leq\|\Xi(H)\|$ and the continuity of $g$ at $\lambda_{i}$ and $\lambda_{j}$ yields $\bar{r}_{i j}=o(\|\Xi(H)\|)$.

Case 5: $\lambda_{i} \neq \lambda_{j}, i \in\{1, \ldots, 2 p\}$ and $j \in\{2 p+1, \ldots, p+q\}$. Then, we know that $\Omega_{i j}=g\left(\lambda_{i}\right) / \lambda_{i}$ in this case. The preceding relation yields

$$
\begin{aligned}
\bar{r}_{i j} & =o_{j i} o_{j j}\left(-g\left(\nu_{i}\right)+\frac{g\left(\lambda_{i}\right)}{\lambda_{i}} \nu_{i}\right)+O\left(\|\Xi(H)\|^{2}\right) \\
& =o_{j i} o_{j j}\left(-g\left(\nu_{i}\right)+g\left(\lambda_{i}\right)\left(1+\frac{\nu_{i}-\lambda_{i}}{\lambda_{i}}\right)\right)+O\left(\|\Xi(H)\|^{2}\right) .
\end{aligned}
$$

This together with (2.15), (2.16) and $\left|\nu_{i}-\lambda_{i}\right| \leq\|\Xi(H)\|$, and the continuity of $g$ at $\lambda_{i}$ yields $\bar{r}_{i j}=o(\|\Xi(H)\|)$.

Case 6: $\lambda_{i} \neq \lambda_{j}, i \in\{2 p+1, \ldots, p+q\}$ and $j \in\{1, \ldots, 2 p\}$. The analysis is the same as Case 5 .

Consequently, we can draw the conclusion that $r=o(\|\Xi(H)\|)=o(\|H\|)$. This shows that $\Psi$ is differentiable at $Y$ and $\Psi^{\prime}(Y)$ is given by (2.11).

Remark 2.2.1. If $\sigma_{p}=0$, then $g$ is differentiable at 0 . From [3, Proposition 4.3], $F$ is differentiable at $\Xi(Y)$. Then, by the chain rule of composite function, we know that $\Psi$ is differentiable at $Y$ and

$$
\begin{equation*}
\Psi^{\prime}(Y)(H)=F^{\prime}(\Xi(Y)) \Xi(H) . \tag{2.19}
\end{equation*}
$$

Although when $i, j \in\{2 p+1, \ldots, p+q\}, \Omega_{i j}=g^{\prime}(0)$ may not be $0,(\Xi(H))_{i j}=0$. So (2.19) coincides with (2.11).

In what follows, we want to give the formula of the differential of $G$. Since $\lambda_{i}=\sigma_{i}$ for $i=1, \ldots, p, \lambda_{i}=-\sigma_{i-p}$ for $i=p+1, \ldots, 2 p$, and $\lambda_{i}=0$ for $i=$ $2 p+1, \ldots, p+q$, we define three index sets: $\alpha=\{1, \ldots, p\}, \beta=\{p+1, \ldots, 2 p\}$ and $\gamma=\{2 p+1, \ldots, p+q\}$ and divide $\Omega$ into 9 parts,

$$
\Omega=\left[\begin{array}{ccc}
\Omega_{\alpha \alpha} & \Omega_{\alpha \beta} & \Omega_{\alpha \gamma}  \tag{2.20}\\
\Omega_{\beta \alpha} & \Omega_{\beta \beta} & \Omega_{\beta \gamma} \\
\Omega_{\gamma \alpha} & \Omega_{\gamma \beta} & \Omega_{\gamma \gamma}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \Omega_{\alpha \alpha} \in \Re^{p \times p} \text { and }\left(\Omega_{\alpha \alpha}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{i}\right)-g\left(\sigma_{j}\right)}{\sigma_{i}-\sigma_{j}} & \text { if } \sigma_{i} \neq \sigma_{j}, \\
g^{\prime}\left(\sigma_{i}\right) & \text { if } \sigma_{i}=\sigma_{j},\end{cases} \\
& \Omega_{\alpha \beta} \in \Re^{p \times p} \text { and }\left(\Omega_{\alpha \beta}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{i}\right)+g\left(\sigma_{j}\right)}{\sigma_{i}+\sigma_{j}} & \text { if } \sigma_{i} \neq-\sigma_{j} \neq 0, \\
g^{\prime}(0) & \text { if } \sigma_{i}=-\sigma_{j}=0,\end{cases} \\
& \Omega_{\alpha \gamma} \in \Re^{p \times(q-p)} \text { and }\left(\Omega_{\alpha \gamma}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{i}\right)}{\sigma_{i}} & \text { if } \sigma_{i} \neq 0, \\
g^{\prime}(0) & \text { if } \sigma_{i}=0,\end{cases} \\
& \Omega_{\beta \alpha} \in \Re^{p \times p} \text { and }\left(\Omega_{\beta \alpha}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{i}\right)+g\left(\sigma_{j}\right)}{\sigma_{i}+\sigma_{j}} & \text { if }-\sigma_{i} \neq \sigma_{j} \neq 0, \\
g^{\prime}(0) & \text { if }-\sigma_{i}=\sigma_{j}=0,\end{cases} \\
& \Omega_{\beta \beta} \in \Re^{p \times p} \text { and } \Omega_{\beta \beta}= \begin{cases}\frac{g\left(\sigma_{i}\right)-g\left(\sigma_{j}\right)}{\sigma_{i}-\sigma_{j}} & \text { if }-\sigma_{i} \neq-\sigma_{j}, \\
g^{\prime}\left(\sigma_{i}\right) & \text { if }-\sigma_{i}=-\sigma_{j},\end{cases} \\
& \Omega_{\beta \gamma} \in \Re^{p \times(q-p)} \text { and }\left(\Omega_{\beta \gamma}\right)= \begin{cases}\frac{g\left(\sigma_{i}\right)}{\sigma_{i}} & \text { if }-\sigma_{i} \neq 0, \\
g^{\prime}(0) & \text { if }-\sigma_{i}=0,\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& \Omega_{\gamma \alpha} \in \Re^{(p-q) \times p} \text { and }\left(\Omega_{\gamma \alpha}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{j}\right)}{\sigma_{j}} & \text { if } \sigma_{j} \neq 0, \\
g^{\prime}(0) & \text { if } \sigma_{j}=0,\end{cases} \\
& \Omega_{\gamma \beta} \in \Re^{(p-q) \times p} \text { and }\left(\Omega_{\gamma \beta}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{j}\right)}{\sigma_{j}} & \text { if }-\sigma_{j} \neq 0, \\
g^{\prime}(0) & \text { if }-\sigma_{j}=0,\end{cases}
\end{aligned}
$$

$$
\Omega_{\gamma \gamma} \in \Re^{(q-p) \times(q-p)} \text { and }\left(\Omega_{\gamma \gamma}\right)_{i j}=0 .
$$

It should be noted that we have:

$$
\Omega_{\beta \alpha}:=\Omega_{\alpha \beta}^{T}, \quad \Omega_{\gamma \alpha}:=\Omega_{\alpha \gamma}^{T}, \quad \Omega_{\gamma \beta}:=\Omega_{\gamma \beta}^{T} .
$$

Theorem 2.2.6. For any $Y \in \Re^{p \times q}$, assume that $Y$ adopts the singular value decomposition as in (1.1). Then, $G$ is differentiable at $Y$ with singular values $\sigma_{1}, \ldots, \sigma_{p}$ if and only if $g$ is differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. Moreover, $G^{\prime}(Y)$ is given by

$$
\begin{equation*}
G^{\prime}(Y) \Delta Y=\frac{1}{2} U\left[\Omega_{\alpha \alpha} \circ\left(A^{T}+A\right)+\Omega_{\alpha \beta} \circ\left(A-A^{T}\right)\right] V_{1}^{T}+U\left(\Omega_{\alpha \gamma} \circ B\right) V_{2}^{T} \quad \forall \Delta Y \in \Re^{p \times q} . \tag{2.21}
\end{equation*}
$$

where $A:=U^{T} \Delta Y V_{1} \in \Re^{p \times p}, B:=U^{T} \Delta Y V_{2} \in \Re^{p \times(q-p)}$.

Proof. From Lemma 2.11, we know that $\Psi$ is differentiable at $Y$ and $\Psi^{\prime}(Y)$ is given by (2.11). By (2.7), the differentiability of $\Psi$ at $Y$ means the differentiability of $G$ at Y.

Next we show below $G^{\prime}(Y)$ is given by (2.21). Let $Q$ is given as in (2.4). By a
direct calculation, we obtain that

$$
\begin{align*}
Q^{T}(\Xi(\Delta Y)) Q & =\frac{1}{2}\left[\begin{array}{cc}
U^{T} & V_{1}^{T} \\
U^{T} & -V_{1}^{T} \\
0 & \sqrt{2} V_{2}^{T}
\end{array}\right]\left[\begin{array}{cc}
0 & \Delta Y \\
\Delta Y^{T} & 0
\end{array}\right]\left[\begin{array}{ccc}
U & U & 0 \\
V_{1} & -V_{1} & \sqrt{2} V_{2}
\end{array}\right] \\
& =\frac{1}{2}\left[\begin{array}{ccc}
A+A^{T} & A^{T}-A & \sqrt{2} B \\
A-A^{T} & -A^{T}-A & \sqrt{2} B \\
\sqrt{2} B^{T} & \sqrt{2} B^{T} & 0
\end{array}\right] . \tag{2.22}
\end{align*}
$$

Denote $A:=U^{T} \Delta Y V_{1}$ and $B:=U^{T} \Delta Y V_{2}$.
Let us denote

$$
M:=\left(\Omega \circ Q^{T}(\Xi(\Delta Y)) Q\right) Q^{T}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{cc}
M_{11} & M_{12} \\
M_{21} & M_{22} \\
M_{31} & M_{32}
\end{array}\right] .
$$

Then, by simple calculations, we get

$$
\begin{aligned}
& M_{11}=\left[\Omega_{\alpha \alpha} \circ\left(A+A^{T}\right)+\Omega_{\alpha \beta} \circ\left(-A+A^{T}\right)\right] U^{T}, \\
& M_{12}=\left[\Omega_{\alpha \alpha} \circ\left(A+A^{T}\right)-\Omega_{\alpha \beta} \circ\left(-A+A^{T}\right)\right] V_{1}^{T}+2\left(\Omega_{\alpha \gamma} \circ B\right) V_{2}^{T}, \\
& M_{21}=\left[\Omega_{\beta \alpha} \circ\left(A-A^{T}\right)+\Omega_{\beta \beta} \circ\left(-A-A^{T}\right)\right] U^{T}, \\
& M_{22}=\left[\Omega_{\beta \alpha} \circ\left(A-A^{T}\right)-\Omega_{\beta \beta} \circ\left(-A-A^{T}\right)\right] V_{1}^{T}+2\left(\Omega_{\beta \gamma} \circ B\right) V_{2}^{T}, \\
& M_{31}=\sqrt{2}\left(\Omega_{\gamma \alpha} \circ B^{T}+\Omega_{\gamma \beta} \circ B^{T}\right) U^{T}, \\
& M_{32}=\sqrt{2}\left(\Omega_{\gamma \alpha} \circ B^{T}-\Omega_{\gamma \beta} \circ B^{T}\right) V_{2}^{T} .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
& Q\left(\Omega \circ Q^{T}(\Xi(\Delta Y)) Q\right) Q^{T} \\
= & \frac{1}{4}\left[\begin{array}{ccc}
U & U & 0 \\
V_{1} & -V_{1} & \sqrt{2} V_{2},
\end{array}\right]\left[\begin{array}{cc}
M_{11} & M_{12} \\
M_{21} & M_{22} \\
M_{31} & M_{32}
\end{array}\right] \\
= & \frac{1}{4}\left[\begin{array}{cc}
U\left(M_{11}+M_{21}\right) & U\left(M_{12}+M_{22}\right) \\
V_{1}\left(M_{11}-M_{21}\right)+\sqrt{2} V_{2} M_{31} & V_{1}\left(M_{12}-M_{22}\right)+\sqrt{2} V_{2} M_{32}
\end{array}\right] . \tag{2.23}
\end{align*}
$$

Note that

$$
\Omega_{\alpha \alpha}=\Omega_{\gamma \gamma}, \quad \Omega_{\alpha \gamma}=\Omega_{\beta \gamma},
$$

we obtain from (2.23) that

$$
\Psi^{\prime}(Y)(\Delta Y)=\frac{1}{2}\left[\begin{array}{cc}
0 & U M_{12} \\
\left(U M_{12}\right)^{T} & 0
\end{array}\right]
$$

which, combining with

$$
\Psi^{\prime}(Y)(\Delta Y)=\left[\begin{array}{cc}
0 & G^{\prime}(Y) \Delta Y \\
\left(G^{\prime}(Y) \Delta Y\right)^{T} & 0
\end{array}\right]
$$

yields (2.21).
On the other hand, suppose that $G$ is differentiable at $Y$. Suppose for the purpose of a contradiction that $g: \Re \rightarrow \Re$ is not differentiable at $\sigma_{i}$ for some $i \in\{1, \ldots, p\}$. Then either $g$ is not directionally differentiable at $\sigma_{i}$, or if it is, the right and the left derivatives at $\sigma_{i}$ are unequal. In either case, this means there exists two sequences of nonzero scalars $t^{v}$ and $\tau^{v}, v=1,2, \ldots$, converging to zero, such that the limits

$$
\lim _{v \rightarrow \infty} \frac{g\left(\sigma_{i}+t^{v}\right)-g\left(\sigma_{i}\right)}{t^{v}}, \quad \lim _{v \rightarrow \infty} \frac{g\left(\sigma_{i}+\tau^{v}\right)-g\left(\sigma_{i}\right)}{\tau^{v}}
$$

exist and either are unequal or are both equal to $\infty$ or are both equal to $-\infty$. Consider any $U \in \Re^{p \times p}$ and $V \in \Re^{q \times q}$ satisfying $Y=U[\Sigma 0] V^{T}$. Let $\Delta Y=$ $U[\operatorname{diag}[0, \ldots, 1, \ldots, 0] 0] V^{T}$ with 1 being in the $i$ th diagonal, we obtain that $Y+$ $t \Delta Y=U\left[\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{i}+t, \ldots, \sigma_{p}\right] 0\right] V^{T}$ for all $t \in \Re$ and hence

$$
\begin{aligned}
& \lim _{v \rightarrow \infty} \frac{G\left(Y+t^{v} \Delta Y\right)-G(Y)}{t^{v}}=U\left[\operatorname{diag}\left[0, \ldots, \lim _{v \rightarrow \infty} \frac{g\left(\sigma_{i}+t^{v}\right)-g\left(\sigma_{i}\right)}{t^{v}}, \ldots, 0\right] 0\right] V^{T} \\
& \lim _{v \rightarrow \infty} \frac{G\left(Y+\tau^{v} \Delta Y\right)-G(Y)}{\tau^{v}}=U\left[\operatorname{diag}\left[0, \ldots, \lim _{v \rightarrow \infty} \frac{g\left(\sigma_{i}+\tau^{v}\right)-g\left(\sigma_{i}\right)}{\tau^{v}}, \ldots, 0\right] 0\right] V^{T} .
\end{aligned}
$$

It follows that these two limits either are unequal or both nonfinite, which implies that $G$ is not differentiable at $Y$. This contradicts to the fact that $G$ is differentiable at $Y$. Therefore, $g$ is differentiable at $\sigma_{1}, \ldots, \sigma_{p}$.

Theorem 2.2.7. The nonsymmetric matrix-valued function $G$ is continuously differentiable if and only if $g$ is continuously differentiable.

Proof. By similar proof as in [4, Lemma 4] we know that $\Psi$ is continuously differentiable at $Y$. This, together with (2.7), implies that $G$ is continuously differentiable.

To see "only if" direction, suppose $G$ is continuously differentiable. Then it follows from (2.21) and the definition of $\Omega_{\alpha \alpha}$ that $g^{\prime}(\lambda)$ is well defined for all $\lambda \in \Re$. Moreover, $G^{\prime}([\operatorname{diag}(\lambda, 0, \ldots, 0)])$ is continuous we get $g^{\prime}(\lambda)$ is continuous. This shows that $g$ is continuously differentiable.

### 2.3 Semismoothness and the generalized Jacobian

In this section, we show that $G$ inherits the locally Lipschitz continuity, directional continuity and (strongly) semismoothness from $g$. First we introduce some notations.

For any $X \in \mathcal{S}^{n}, \lambda_{1}(X), \ldots, \lambda_{n}(X)$ be the eigenvalues of $X$ and $e_{1}(X), \ldots, e_{n}(X)$ be a set of corresponding orthonormal eigenvectors. Assume that $F$ is defined as in (B.2), then

$$
F(X)=\sum_{i=1}^{n} f\left(\lambda_{i}(X)\right) e_{i}(X) e_{i}(X)^{T}
$$

Let $\mu_{1}, \ldots, \mu_{t}$ be the distinct values of $\lambda_{1}(X), \ldots, \lambda_{n}(X)$ and $r_{1}, \ldots, r_{t}$ the multiplicities, i.e., $\mu_{j}=\lambda_{s_{j}+1}(X)=\ldots=\lambda_{s_{j}+r_{j}}(X), j=1, \ldots, t$, where

$$
s_{1}:=0, s_{2}:=r_{1}, \ldots, s_{t}:=r_{1}+\ldots+r_{t-1}
$$

We denote by $E_{j}(X)$ the $n \times r_{j}$ matrix whose columns are formed by the eigenvectors $e_{s_{j}+1}(X), \ldots, e_{s_{j}+r_{j}}(X), j=1, \ldots, t$, and define $P_{j}(X):=E_{j}(X) E_{j}(X)^{T}$. Then we have

$$
X=\sum_{j=1}^{t} \mu_{j} P_{j} \text { and } F(X)=\sum_{j=1}^{t} f\left(\mu_{j}\right) P_{j}
$$

We need the following lemmas in our sequent analysis, for the details, see [18] and the references therein.

Lemma 2.3.1. For any $j \in\{1, \ldots, t\}$, the mapping $X \mapsto P_{j}(X)$ is analytic in a neighborhood of $X$ and

$$
\begin{equation*}
P_{j}^{\prime}(X) H=\sum_{k \neq j ; k=1}^{t} \frac{1}{\mu_{j}-\mu_{k}}\left(P_{j} H P_{k}+P_{k} H P_{j}\right) \tag{2.24}
\end{equation*}
$$

Lemma 2.3.2. [10, Theorem 7] The directional derivatives $\lambda_{s_{j}+i}^{\prime}(X, H), i=$ $1, \ldots, r_{j}$ exist and coincide with the corresponding eigenvalues of the matrix $E_{j}^{T} H E_{j}$ arranged in decreasing order.

Lemma 2.3.3. [20, Theorem 4.7] The eigenvalue function $\lambda_{i}: \mathcal{S}^{n} \rightarrow \Re, i=$ $1, \ldots, n$, are strongly semismooth at every $X \in \mathcal{S}^{n}$.

Let $\phi_{j}(\cdot):=f^{\prime}\left(\mu_{j}, \cdot\right), \quad j=1, \ldots, t$ and $\Phi_{j}: \mathcal{S}^{r_{j}} \mapsto \mathcal{S}^{r_{j}}$ be the corresponding matrix functions.

Let $\mu_{1}, \ldots, \mu_{m}$ be the distinct values of $\sigma_{1}, \ldots, \sigma_{p}, \mu_{m+1}, \ldots, \mu_{2 m}$ be the distinct value of $-\sigma_{1}, \ldots,-\sigma_{p}$ and $\mu_{2 m+1}=0$ be the value of $\lambda_{i}(\Xi(Y))$ with $i \geq 2 p+1$.

Lemma 2.3.4. If $g$ is locally Lipschitz continuous at $\sigma_{1}, \ldots, \sigma_{p}$, then $\Psi$ is locally Lipschitz continuous at $Y$.

Proof. Since $g$ is locally Lipschitz continuous at $\sigma_{1}, \ldots, \sigma_{p}$, it is also locally Lipschitz continuous at $-\sigma_{1}, \ldots,-\sigma_{p}$. If $\sigma_{1} \geq \ldots \geq \sigma_{p}>0$. Then, from

$$
\Psi(Y)=\sum_{i=1}^{2 m} g\left(\mu_{i}\right) P_{i}(\Xi(Y))+\sum_{i=1}^{2 m} \sum_{k=s_{i}+1}^{s_{i}+r_{i}}\left[g\left(\lambda_{k}(\Xi(Y))\right)-g\left(\mu_{i}\right)\right] e_{k}(\Xi(Y)) e_{k}(\Xi(Y))^{T},
$$

we obtain that

$$
\begin{aligned}
& \|\Psi(\bar{Y})-\Psi(Y)\| \leq \sum_{i=1}^{2 m} \mid g\left(\mu_{i}\right)\| \| P_{i}(\Xi(\bar{Y}))-P_{i}(\Xi(Y)) \| \\
+ & \sum_{i=1}^{2 m} \sum_{k=s_{i}+1}^{s_{i}+r_{i}} \mid g\left(\lambda_{k}(\Xi(\bar{Y}))-g\left(\mu_{i}\right) \mid\left\|e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T}\right\| .\right.
\end{aligned}
$$

Since $\left\|e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T}\right\|$ are uniformly bounded, the conclusion then follows from the locally Lipschitz continuity of the eigenvalue function $\lambda_{k}(\cdot)$ and of $P_{k}(\cdot)$.

If $\sigma_{p}=0$. Then, from [3, Proposition 4.6], we know that $F$ is locally Lipschitz continuous at $\Xi(Y)$, i.e., there exists $L>0$ such that

$$
\|F(\Xi(Y)+\Xi(H))-F(\Xi(Y))\| \leq L\|\Xi(H)\| .
$$

By the definition of $\Psi$, we have

$$
\|\Psi(Y+H)-\Psi(Y)\| \leq \hat{L}\|H\|
$$

which means $\Psi$ is locally Lipschitz continuous at $Y$.
Theorem 2.3.5. The following results hold:
(a) $G$ is locally Lipschitz continuous at $Y \in \Re^{p \times q}$ if and only if $g$ is locally Lipschitz continuous at $\sigma_{1}, \ldots, \sigma_{p}$.
(b) $G$ is locally Lipschitz continuous on $\Re^{p \times q}$ if and only if $g$ is locally Lipschitz continuous on $\Re_{+}$.

Proof. (a) As shown in Lemma 2.3.4, $\Psi$ is locally Lipschitz continuous at $Y$. From (2.7), we know that $G$ is locally Lipschitz continuous at $Y$.

Suppose instead that $G$ is locally Lipschitz continuous at $Y$ and $Y$ adopts the singular decomposition (1.1). Then, there exist $\delta>0$ and $\kappa>0$ such that

$$
\|G(X)-G(Z)\| \leq \kappa\|X-Z\|, \quad \forall X, Z \text { such that }\|X-Y\| \leq \delta,\|Z-Y\| \leq \delta,
$$

Choose $\nu, \tau$ such that $\left|\nu-\sigma_{i}\right| \leq \delta,\left|\tau-\sigma_{i}\right| \leq \delta$. Let $X=U\left[\operatorname{diag}\left(\sigma_{1}, \ldots, \nu, \ldots, \sigma_{p}\right) 0\right] V^{T}$ and $Z=U\left[\operatorname{diag}\left(\sigma_{1}, \ldots, \tau, \ldots, \sigma_{p}\right) 0\right] V^{T}$. Then, we know that $\|X-Y\| \leq \delta$ and $\|Z-Y\| \leq \delta$ and hence $|g(\nu)-g(\tau)|=\|G(X)-G(Z)\| \leq \kappa\|X-Z\|=\kappa|\nu-\tau|$. So, $g$ is locally Lipschitz continuous at $\sigma_{i}, i=1, \ldots, p$.
(b) is an immediate consequence of (a).

From Lemma 2.3.4, we know that $\Psi$ is also locally Lipschitz continuous if $g: \Re \rightarrow \Re$ is locally Lipschitz continuous. Hence, $\partial_{B} \Psi(Y)$ is well defined for any $Y \in \Re^{p \times q}$. Now we study the structure of this generalized Jacobian. Here we denote by $\Gamma$ the $(p+q) \times(p+q)$ symmetric matrix whose $(i, j)$ th entry is

$$
(\Gamma)_{i j}= \begin{cases}\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} & \text { if } \lambda_{i} \neq \lambda_{j}, \\ \in \partial g\left(\lambda_{i}\right) & \text { if } \lambda_{i}=\lambda_{j}, \text { and } i \in\{1, \ldots, 2 p\}, j \in\{1, \ldots, p+q\}, \\ \in \partial g(0) & \text { if } \lambda_{i}=\lambda_{j}=0, \text { and } i \in\{2 p+1, \ldots, p+q\}, j \in\{1, \ldots, 2 p\}, \\ 0 & \text { if } i, j \in\{2 p+1, \ldots, p+q\} .\end{cases}
$$

Lemma 2.3.6. If $g: \Re \rightarrow \Re$ is locally Lipschitz continuous at $\sigma_{1}, \ldots, \sigma_{p}$, the generalized Jacobian of $\Psi$ at $Y$ is well defined and nonempty. For any $V \in \partial_{B} \Psi(Y)$, one has

$$
\begin{equation*}
V H=Q\left(\Gamma \circ\left(Q^{T} \Xi(H) Q\right)\right) Q^{T} \quad \forall H \in \Re^{p \times q}, \tag{2.25}
\end{equation*}
$$

for some $Q \in \mathcal{O}_{\Xi(Y)}$.
Proof. Fix any $V \in \partial_{B} \Psi(Y)$. According to the definition of $\partial_{B} \Psi(Y)$, there exists a sequence $\left\{Y_{k}\right\} \subseteq \Re^{p \times q}$ converging to $Y$ such that $\Psi$ is differentiable at $Y_{k}$ for all $k$ and $V=\lim _{k \rightarrow \infty} \Psi^{\prime}\left(Y_{k}\right)$. Let $\sigma_{i}$, and $\sigma_{i}^{k}$ be the singular value of $Y$ and $Y^{k}$ respectively. Let $\lambda_{i}$, and $\lambda_{i}^{k}(i=1, \ldots, p+q)$ be the eigenvalue of $\Xi(Y)$ and $\Xi\left(Y_{k}\right)$ respectively. Then $\lambda_{i}=\sigma_{i}(i=1, \ldots, p), \lambda_{i}=-\sigma_{i-p}(i=p+1, \ldots, 2 p)$, and $\lambda_{i}=0(i=2 p+1, \ldots, p+q) ; \lambda_{i}^{k}=\sigma_{i}^{k}(i=1, \ldots, p), \lambda_{i}^{k}=-\sigma_{i-p}^{k}(i=p+1, \ldots, 2 p)$, and $\lambda_{i}^{k}=0(i=2 p+1, \ldots, p+q)$. Choose any $Q_{k} \in \mathcal{O}_{\Xi\left(Y_{k}\right)}$. By Lemma 2.2.3, there exist $\eta>0$ and $\bar{Q}_{k} \in \mathcal{O}_{\Xi(Y)}$ satisfying

$$
\left\|Q_{k}-\bar{Q}_{k}\right\| \leq \eta\left\|\Xi(Y)-\Xi\left(Y_{k}\right)\right\|
$$

for all $k$ sufficiently large. By passing to a subsequence if necessary, we assume that this holds for all $k$ and that $\left\{Q_{k}\right\}$ converges. By Lemma 2.2.2, we have $\lambda_{i}^{k} \rightarrow \lambda_{i}$ for $i=1, \ldots, p+q$. Denote $\lambda^{k}=\left(\lambda_{1}^{k}, \ldots, \lambda_{p+q}^{k}\right)^{T}$. Then, from Theorem 2.2.6, we get that

$$
\begin{equation*}
\Psi^{\prime}\left(Y_{k}\right) H=Q_{k}\left(\left(Q_{k}^{T} \Xi(H) Q_{k}\right) \circ \Gamma^{k}\right) Q_{K}^{T} \quad \forall H \in \Re^{p \times q} \tag{2.26}
\end{equation*}
$$

where

$$
\Gamma_{i j}^{k}= \begin{cases}\frac{g\left(\lambda_{i}^{k}\right)-g\left(\lambda_{j}^{k}\right)}{\lambda_{i}^{k}-\lambda_{j}^{k}} & \text { if } \lambda_{i}^{k} \neq \lambda_{j}^{k},  \tag{2.27}\\ g^{\prime}\left(\lambda_{i}^{k}\right) & \text { if } \lambda_{i}^{k}=\lambda_{j}^{k}, \text { and } i \in\{1, \ldots, 2 p\}, j \in\{1, \ldots, p+q\}, \\ g^{\prime}(0) & \text { if } \lambda_{i}^{k}=\lambda_{j}^{k}=0, \text { and } i \in\{2 p+1, \ldots, p+q\}, j \in\{1, \ldots, 2 p\}, \\ 0 & i, j=2 p+1, \ldots, p+q\end{cases}
$$

Since $g$ is locally Lipschitz continuous, then $\left\{\Gamma_{i j}^{k}\right\}$ is bounded for all $i, j$. By passing to a subsequence if necessary, we can assume that $\left\{\Gamma_{i j}^{k}\right\}$ converges to some $\Gamma_{i j} \in \Re$ for all $i, j$.

Case 1. For each $i, i=1, \ldots, 2 p$, we have

$$
\Gamma_{i i}^{k}=g^{\prime}\left(\lambda_{i}^{k}\right) \rightarrow \Gamma_{i i} \in \partial_{B} g\left(\lambda_{i}\right)
$$

Case 2. For each $i \neq j$ such that $\lambda_{i} \neq \lambda_{j}$, we have $\lambda_{i}^{k} \neq \lambda_{j}^{k}$ for all $k$ sufficiently large and hence

$$
\Gamma_{i j}^{k}=\frac{g\left(\lambda_{i}^{k}\right)-g\left(\lambda_{j}^{k}\right)}{\lambda_{i}^{k}-\lambda_{j}^{k}} \rightarrow \Gamma_{i j}=\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} .
$$

Case 3. For each $i \neq j$ such that $\lambda_{i}=\lambda_{j}$ and $i=1, \ldots, 2 p, j=1, \ldots, p+q$. If $\lambda_{i}^{k}=\lambda_{j}^{k}$ for $k$ along some subsequence, then

$$
\Gamma_{i j}^{k}=g^{\prime}\left(\lambda_{i}^{k}\right) \rightarrow \Gamma_{i i} \in \partial_{B} g\left(\lambda_{i}\right) \subseteq \partial g\left(\lambda_{i}\right)
$$

If $\lambda_{i}^{k} \neq \lambda_{j}^{k}$ for $k$ along some subsequences, then a mean-value theorem of Lebourg yields

$$
\Gamma_{i j}^{k}=\frac{g\left(\lambda_{i}^{k}\right)-g\left(\lambda_{j}^{k}\right)}{\lambda_{i}^{k}-\lambda_{j}^{k}} \in \partial g\left(\hat{\lambda}_{i j}^{k}\right)
$$

for some $\hat{\lambda}_{i j}^{k}$ in the interval between $\lambda_{i}^{k}$ and $\lambda_{j}^{k}$. Since $\partial g$ is upper semicontinuous, this together with $\hat{\lambda}_{i j}^{k} \rightarrow \lambda_{i}=\lambda_{j}$ implies the limit of $\left\{\Gamma_{i j}^{k}\right\}$ belongs to $\partial g\left(\lambda_{i}\right)$.

Case 4. For each $i \neq j$ with $i \in\{2 p+1, \ldots, p+q\}$ and $j \in\{1, \ldots, 2 p\}, \lambda_{i}=\lambda_{j}=0$, the argument is similar to that in Case 3.

Case 5. For each $i, j=2 p+1, \ldots, p+q$, then $\lambda_{i}=\lambda_{j}=\lambda_{i}^{k}=\lambda_{j}^{k}=0$. Then

$$
\Gamma_{i j}^{k}=0=\Gamma_{i j} .
$$

Thus, taking limits on both sides of (2.26) and using the above results, we obtain (2.25) for some $Q \in \mathcal{O}_{\Xi(Y)}$ and $\Gamma \in \mathcal{S}^{p+q}$, which are the limit of $Q_{k}$ and $\Gamma\left(\lambda^{k}\right)$, respectively.

Next we give a formula for the generalized Jacobian of $G$. Since $\lambda_{i}=\sigma_{i}$ for $i=1, \ldots, p, \lambda_{i}=-\sigma_{i-p}$ for $i=p+1, \ldots, 2 p$, and $\lambda_{i}=0$ for $i=2 p+1, \ldots, p+q$, we define three index sets: $\alpha=\{1, \ldots, p\}, \beta=\{p+1, \ldots, 2 p\}$ and $\gamma=\{2 p+$ $1, \ldots, p+q\}$ and divide $\Gamma$ into 9 parts,

$$
\Gamma=\left[\begin{array}{ccc}
\Gamma_{\alpha \alpha} & \Gamma_{\alpha \beta} & \Gamma_{\alpha \gamma}  \tag{2.28}\\
\Gamma_{\beta \alpha} & \Gamma_{\beta \beta} & \Gamma_{\beta \gamma} \\
\Gamma_{\gamma \alpha} & \Gamma_{\gamma \beta} & \Gamma_{\gamma \gamma}
\end{array}\right],
$$

Proposition 2.3.7. Assume that $g$ is locally Lipschitz continuous, then, for any $Y \in \Re^{p \times q}$, the generalized Jacobian $\partial_{B} G(Y)$ is well defined and nonempty. Moreover, for any $W \in \partial_{B} G(Y)$ and any $H \in \Re^{p \times q}$, we have

$$
\begin{equation*}
W H=\frac{1}{2} U\left[\Gamma_{\alpha \alpha} \circ\left(A^{T}+A\right)+\Gamma_{\alpha \beta} \circ\left(A-A^{T}\right)\right] V_{1}^{T}+2 U\left(\Gamma_{\alpha \gamma} \circ B\right) V_{2}^{T}, \tag{2.29}
\end{equation*}
$$

for some $U, V$ such that $Y=U[\Sigma 0] V^{T}$, and $A=U^{T} H V_{1} \in \Re^{p \times p}$ and $B=$ $U^{T} H V_{2} \in \Re^{p \times(q-p)}$.

Proof. Fix any $W \in \partial_{B} G(Y)$ for any $Y \in \Re^{p \times q}$. By the definition of B-subdifferential, we know that there exists $\left\{Y^{k}\right\} \in \Re^{p \times q}$ such that $G$ is differentiable at $Y^{k}$ and for any $H \in \Re^{p \times q}$,

$$
\begin{equation*}
W H=\lim _{Y^{k} \rightarrow Y} G^{\prime}\left(Y^{k}\right) H \tag{2.30}
\end{equation*}
$$

Since $G$ is differentiable at $Y^{k}$, combining with (2.7), we obtain that $\Psi$ is differentiable at $Y^{k}$. Moreover,

$$
\lim _{Y^{k} \rightarrow Y} \Psi^{\prime}\left(Y^{k}\right) H=\left[\begin{array}{cc}
0 & \lim _{Y^{k} \rightarrow Y} G^{\prime}\left(Y^{k}\right) H \\
\left(\lim _{Y^{k} \rightarrow Y} G^{\prime}\left(Y^{k}\right) H\right)^{T} & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & W H \\
(W H)^{T} & 0
\end{array}\right]
$$

Since $\lim _{Y^{k} \rightarrow Y} \Psi\left(Y^{k}\right) \in \partial_{B} \Psi(Y)$, from Lemma 2.3.6,

$$
\lim _{Y^{k} \rightarrow Y} \Psi\left(Y^{k}\right) H=Q\left(\Gamma \circ\left(Q^{T} \Xi(H) Q\right)\right) Q^{T} .
$$

It follows from the same calculation as in (2.2.6) we get that $W H$ is given by (2.29).

In the next two theorems, we show that $G$ inherits the directional differentiability and semismoothness from $g$.

Assume that $\sigma_{1} \geq \ldots \geq \sigma_{p}>0$ and $g: \Re \rightarrow \Re$ is directionally differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. For any $H \in \Re^{p \times q}$, we denote by $\Lambda$ the $(p+q) \times(p+q)$ symmetric matrix whose $(i, j)$ entry is

$$
\Lambda_{i j}:= \begin{cases}\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}}\left(Q^{T} \Xi(H) Q\right)_{i j} & \text { if } \lambda_{i} \neq \lambda_{j},  \tag{2.31}\\ g^{\prime}\left(\lambda_{i} ;\left(Q^{T} \Xi(H) Q\right)_{i j}\right) & \text { if } \lambda_{i}=\lambda_{j} \text { and } i, j=1, \ldots, 2 p, \\ 0 & \text { if } i, j=2 p+1, \ldots, p+q .\end{cases}
$$

Lemma 2.3.8. If $g$ is directionally differentiable at $\sigma_{1}, \ldots, \sigma_{p}$ and $\sigma_{p}>0$. Then, $\Psi$ is directionally differentiable at $Y$. Moreover, for any $H \in \Re^{p \times q}$, one has

$$
\begin{equation*}
\Psi^{\prime}(Y ; H)=Q \Lambda Q^{T} . \tag{2.32}
\end{equation*}
$$

Proof. Let $\mu_{1}, \ldots, \mu_{m}$ be the distinct values of $\sigma_{1}, \ldots, \sigma_{p}, \mu_{m+1}, \ldots, \mu_{2 m}$ be the distinct value of $-\sigma_{1}, \ldots,-\sigma_{p}$ and $\mu_{2 m+1}=0$ be the value of $\lambda_{i}(\Xi(Y))$ with $i \geq$ $2 p+1$. Using the above notations, we have

$$
\begin{equation*}
\Psi(Y)=\sum_{j=1}^{2 m} g\left(\lambda_{j}\right) P_{j}(\Xi(Y)) \tag{2.33}
\end{equation*}
$$

Consider the decomposition of $\Psi$ at $\bar{Y}=Y+t H$. Since

$$
g\left(\mu_{2 m+1}(\Xi(\bar{Y}))\right)=g\left(\mu_{2 m+1}\right)=g(0)=0
$$

and

$$
\Psi(\bar{Y})=\sum_{j=1}^{2 m} g\left(\mu_{j}\right) P_{j}(\Xi(\bar{Y}))+\sum_{j=1}^{2 m} \sum_{k=s_{j}+1}^{s_{j}+r_{j}}\left[g\left(\mu_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{j}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T},
$$

we have

$$
\begin{align*}
\Psi(\bar{Y})-\Psi(Y) & =\sum_{j=1}^{2 m} g\left(\mu_{j}\right)\left[P_{j}(\Xi(\bar{Y}))-P_{j}\right] \\
& +\sum_{j=1}^{2 m} \sum_{k=s_{1}+1}^{s_{1}+r_{1}}\left[g\left(\lambda_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{j}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T} . \tag{2.34}
\end{align*}
$$

First, we have that

$$
\lim _{t \downarrow 0} t^{-1} \sum_{j=1}^{2 m} g\left(\mu_{j}\right)\left[P_{j}(\Xi(\bar{Y}))-P_{j}\right]=\sum_{j=1}^{2 m} g\left(\mu_{j}\right) P_{j}^{\prime}(\Xi(Y)) \Xi(H),
$$

and by Lemma 2.3.1, we further have that

$$
\begin{align*}
\sum_{j=1}^{2 m} g\left(\mu_{j}\right) D P_{j}(\Xi(Y)) \Xi(H) & =\sum_{j=1}^{2 m} \sum_{k \neq j ; k=1}^{2 m+1} \frac{g\left(\mu_{j}\right)}{\mu_{j}-\mu_{k}}\left(P_{j} \Xi(H) P_{k}+P_{k} \Xi(H) P_{j}\right) \\
& =\sum_{1 \leq j<k \leq 2 m} \frac{g\left(\mu_{j}\right)-g\left(\mu_{k}\right)}{\mu_{j}-\mu_{k}}\left(P_{j} \Xi(H) P_{k}+P_{k} \Xi(H) P_{j}\right) \\
& +\sum_{j=1}^{2 m} \frac{g\left(\mu_{j}\right)}{\mu_{j}}\left(P_{j} \Xi(H) P_{2 m+1}+P_{2 m+1} \Xi(H) P_{j}\right) \tag{2.35}
\end{align*}
$$

Next, for $t>0$ and $j=1$, let

$$
\Delta_{1}(t):=t^{-1} \sum_{k=s_{1}+1}^{s_{1}+r_{1}}\left[g\left(\lambda_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{1}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T} .
$$

Note that

$$
\lim _{t \downarrow 0} t^{-1}\left[g\left(\lambda_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{1}\right)\right]=g^{\prime}\left(\mu_{1}, \lambda_{k}^{\prime}(\Xi(Y), \Xi(H))\right),
$$

by [18], we know that any accumulation point of $E_{1}(\Xi(\bar{Y}))$ is a matrix $\tilde{E}_{1}(\Xi(Y))$ whose columns $\tilde{e}_{1}(\Xi(Y)), \ldots, \tilde{e}_{r_{1}}(\Xi(Y))$ satisfy the following two conditions
(a) $\tilde{e}_{i}^{T} \Xi(H) \tilde{e}_{i}=0$ for $i \neq j \in\left\{1, \ldots, r_{1}\right\}$.
(b) $\tilde{e}_{1}^{T} \Xi(H) \tilde{e}_{1}, \ldots, \tilde{e}_{r_{1}}^{T} \Xi(H) \tilde{e}_{r_{1}}$ form the eigenvalues of the $r_{1} \times r_{1}$ matrix $\tilde{E}_{1}^{T} \Xi(H) \tilde{E}_{1}$ arranged in the decreasing order.

Then, by Lemma 2.3.2, we get

$$
g^{\prime}\left(\mu_{1}, \lambda_{k}^{\prime}(\Xi(Y), \Xi(H))\right)=g^{\prime}\left(\mu_{1}, \tilde{e}_{k}^{T} \Xi(H) \tilde{e}_{k}\right) .
$$

Moreover, since the eigenvalues of $\tilde{E}_{1}^{T} \Xi(H) \tilde{E}_{1}$ coincide with the corresponding eigenvalues of $E_{1}^{T} \Xi(H) E_{1}$, it follows that

$$
\lim _{t \downarrow 0} \Delta_{1}(t)=\sum_{k=s_{1}+1}^{s_{1}+r_{1}} g^{\prime}\left(\lambda_{1}, \tilde{e}_{k}^{T} \Xi(H) \tilde{e}_{k}\right) \tilde{e}_{k} \tilde{e}_{k}^{T}=E_{1}\left[\Phi_{1}\left(E_{1}^{T} \Xi(H) E_{1}\right)\right] E_{1}^{T} .
$$

The same calculations can be performed for every $j \in\{1, \ldots, 2 m\}$. Together with (2.35), we have

$$
\begin{array}{r}
\Psi^{\prime}(Y, H)=\sum_{1 \leq j<k \leq 2 m} \frac{g\left(\mu_{j}\right)-g\left(\mu_{k}\right)}{\mu_{j}-\mu_{k}}\left(P_{j} \Xi(H) P_{k}+P_{k} \Xi(H) P_{j}\right) \\
+\sum_{j=1}^{2 m} \frac{g\left(\mu_{j}\right)}{\mu_{j}}\left(P_{j} \Xi(H) P_{2 m+1}+P_{2 m+1} \Xi(H) P_{j}\right)+\sum_{j=1}^{2 m} E_{j}\left[\Phi_{j}\left(E_{j}^{T} \Xi(H) E_{j}\right)\right] E_{j}^{T}, \tag{2.36}
\end{array}
$$

which is the same as (2.32).
Remark 2.3.1. If $\sigma_{1} \geq \ldots \geq \sigma_{p}=0$. Then, $g$ is also directionally differentiable at 0 since $g$ is directionally differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. By [3, Proposition 4.2], we know that $F$ is directionally differentiable at $\Xi(Y)$. Since

$$
\begin{align*}
\Psi^{\prime}(Y ; H) & =\lim _{t \downarrow 0} \frac{F(\Xi(Y+t H))-F(\Xi(Y))}{t} \\
& =\lim _{t \downarrow 0} \frac{F(\Xi(Y)+t \Xi(H))-F(\Xi(Y))}{t} \\
& =F^{\prime}(\Xi(Y) ; \Xi(H)), \tag{2.37}
\end{align*}
$$

we obtain that $\Psi$ is directionally differentiable and $\Psi^{\prime}(Y ; H)=Q \Sigma Q^{T}$, where

$$
\Lambda_{i j}= \begin{cases}\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}}(\Xi(H))_{i j} & \text { if } \lambda_{i} \neq \lambda_{j} \\ g^{\prime}\left(\lambda_{i} ;(\Xi(H))_{i j}\right. & \text { if } \lambda_{i}=\lambda_{j}\end{cases}
$$

Since for $i, j \in\{2 p+1, \ldots, p+q\}, \lambda_{i}=\lambda_{j}=0$ and $\Xi(H)_{i j}=0$, we have $g^{\prime}\left(\lambda_{i} ; \Xi(H)\right)_{i j}=0$. Thus, we get $\Psi^{\prime}(Y ; H)=Q \Lambda Q^{T}$, where
$\Lambda_{i j}= \begin{cases}\frac{g\left(\lambda_{i}\right)-g\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}}\left(Q^{T} \Xi(H) Q\right)_{i j} & \text { if } \lambda_{i} \neq \lambda_{j}, \\ g^{\prime}\left(\lambda_{i} ;\left(Q^{T} \Xi(H) Q\right)_{i j}\right) & \text { if } \lambda_{i}=\lambda_{j} \text { and } i \in\{1, \ldots, 2 p\}, j \in\{1, \ldots, p+q\} \\ g^{\prime}\left(\lambda_{i} ;\left(Q^{T} \Xi(H) Q\right)_{i j}\right) & \text { if } \lambda_{i}=\lambda_{j} \text { and } i \in\{1, \ldots, p+q\} j \in\{1, \ldots, 2 p\} \\ 0 & \text { if } i, j \in\{2 p+1, \ldots, p+q\} .\end{cases}$

Theorem 2.3.9. Let $Y$ have the singular value decomposition as in (1.1). Then, $G$ is directionally differentiable at $Y \in \Re^{p \times q}$ if and only if $g$ is directionally differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. Moreover, for any nonzero $\Delta Y \in \Re^{p \times q}$,

$$
\begin{equation*}
G^{\prime}(Y ; H)=U\left(\Lambda_{\alpha \alpha}-\Lambda_{\alpha \beta}\right) V_{1}^{T}+\sqrt{2} U \Lambda_{\alpha \gamma} V_{2}^{T}, \tag{2.38}
\end{equation*}
$$

where $A=U^{T} H V_{1}$ and $B=U^{T} H V_{2}$.

Proof. Suppose first that $g$ is directionally differentiable at $\sigma_{1}, \ldots, \sigma_{p}$. Then, from Lemma 2.3.8 and the above arguments, we conclude that $G$ is directionally differentiable at $Y$.

Next we calculate the directional derivative of $G$.

$$
\begin{align*}
\Psi^{\prime}(Y, H) & =\left[\begin{array}{cc}
0 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left.\lim _{t \downarrow 0} \frac{G(Y+t H)-G(Y)}{t}\right)^{T} & \lim _{t \downarrow 0} \frac{G(Y+t H)-G(Y)}{t} \\
\left(G^{\prime}(Y ; H)\right)^{T} & 0
\end{array}\right] . \tag{2.39}
\end{align*}
$$

From (2.22), we know that

$$
Q^{T} \Xi(H) Q=\left[\begin{array}{ccc}
A+A^{T} & A^{T}-A & \sqrt{2} B \\
A-A^{T} & -A^{T}-A & \sqrt{2} B \\
\sqrt{2} B^{T} & \sqrt{2} B^{T} & 0
\end{array}\right]
$$

Divide $\Lambda$ into 9 parts as follows:

$$
\Lambda=\left[\begin{array}{ccc}
\Lambda_{\alpha \alpha} & \Lambda_{\alpha \beta} & \Lambda_{\alpha \gamma} \\
\Lambda_{\beta \alpha} & \Lambda_{\beta \beta} & \Lambda_{\beta \gamma} \\
\Lambda_{\gamma \alpha} & \Lambda_{\gamma \beta} & \Lambda_{\gamma \gamma}
\end{array}\right]
$$

By the definition of $\Lambda$, we have

$$
\left(\Lambda_{\alpha \alpha}\right)_{i j}= \begin{cases}\frac{g\left(\sigma_{i}\right)-g\left(\sigma_{j}\right)}{\sigma_{i}-\sigma_{j}}\left(a_{i j}+a_{j i}\right) & \text { if } \sigma_{i} \neq \sigma_{j} \\ g^{\prime}\left(\sigma_{i} ; a_{i j}+a_{j i}\right) & \text { if } \sigma_{i}=\sigma_{j}\end{cases}
$$

$$
\begin{gathered}
\left(\Lambda_{\alpha \beta}\right)_{i j}=\left\{\begin{array}{l}
\frac{g\left(\sigma_{i}\right)+g\left(\sigma_{j}\right)}{\sigma_{i}+\sigma_{j}}\left(a_{j i}-a_{i j}\right) \text { if } \sigma_{i} \neq 0, \\
g^{\prime}\left(0 ; a_{j i}-a_{i j}\right) \text { if } \sigma_{i}=-\sigma_{j}=0,
\end{array}\right. \\
\left(\Lambda_{\alpha \gamma}\right)_{i j}=\left\{\begin{array}{l}
\sqrt{2} \frac{g\left(\sigma_{i}\right)}{\sigma_{i}} b_{i j} \text { if } \sigma_{i} \neq 0, \\
g^{\prime}\left(0, \sqrt{2} b_{i j}\right) \text { if } \sigma_{i}=0,
\end{array}\right. \\
\left(\Lambda_{\beta \alpha}\right)_{i j}=\left\{\begin{array}{l}
\frac{g\left(\sigma_{i}\right)+g\left(\sigma_{j}\right)}{\sigma_{i}+\sigma_{j}}\left(a_{i j}-a_{j i}\right) \text { if } \sigma_{i} \neq 0, \\
g^{\prime}\left(0 ; a_{i j}-a_{j i}\right) \text { if }-\sigma_{i}=\sigma_{j}=0,
\end{array}\right. \\
\left(\Lambda_{\beta \gamma}\right)_{i j}=\left\{\begin{array}{l}
-\frac{g\left(\sigma_{i}\right)-g\left(\sigma_{j}\right)}{\sigma_{i}-\sigma_{j}}\left(a_{i j}+a_{j i}\right) \\
g^{\prime}\left(-\sigma_{i} ;-\left(a_{i j}+a_{j i}\right)\right)=-g^{\prime}\left(\sigma_{i} ; a_{i j}+a_{j i}\right) \quad \text { if } \sigma_{i}=\sigma_{j}, \\
\sqrt{2} \frac{g\left(\sigma_{i}\right)}{\sigma_{i}} b_{i j} \text { if } \sigma_{i} \neq 0, \quad\left(\Lambda_{\gamma \alpha}\right)_{i j}=\left\{\begin{array}{l}
\sqrt{2} \frac{g\left(\sigma_{j}\right)}{\sigma_{j}} b_{j i}, \text { if } \sigma_{j} \neq 0, \\
g^{\prime}\left(0 ; \sqrt{2} b_{i j}\right) \text { if } \sigma_{i}=0,
\end{array}\right. \\
\left(\Lambda_{\gamma \beta} b_{j i}\right) \text { if } \sigma_{j}=0, \\
g_{i j}=\left\{\begin{array}{l}
\sqrt{2} \frac{g\left(\sigma_{j}\right)}{\sigma_{j}} b_{j i} \text { if } \sigma_{j} \neq 0, \\
g^{\prime}\left(0 ; \sqrt{2} b_{j i}\right) \text { if } \sigma_{j}=0,
\end{array} \quad\left(\Lambda_{\gamma \gamma}\right)_{i j}=0 .\right.
\end{array}\right.
\end{gathered}
$$

By calculation, we know that

$$
\begin{aligned}
\Psi^{\prime}(Y ; H) & =\frac{1}{2}\left[\begin{array}{ccc}
U & U & 0 \\
V_{1} & -V_{1} & \sqrt{2} V_{2}
\end{array}\right] \Lambda\left[\begin{array}{cc}
U^{T} & V_{1}^{T} \\
U^{T} & -V_{1}^{T} \\
0 & \sqrt{2} V_{2}^{T}
\end{array}\right] \\
& =\frac{1}{2}\left[\begin{array}{cc}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& M_{1}=U\left(\Lambda_{\alpha \alpha}+\Lambda_{\beta \alpha} \Lambda_{\alpha \beta}+\Lambda_{\beta \beta}\right) U^{T} \\
& M_{2}=U\left(\Lambda_{\alpha \alpha}+\Lambda_{\beta \alpha}-\Lambda_{\alpha \beta}-\Lambda_{\beta \beta}\right) V_{1}^{T}+\sqrt{2} U\left(\Lambda_{\alpha \gamma}+\Lambda_{\beta \gamma}\right) V_{2}^{T} \\
& M_{3}=V_{1}\left(\Lambda_{\alpha \alpha}-\Lambda_{\beta \alpha}+\Lambda_{\alpha \beta}-\Lambda_{\beta \beta}\right) U^{T}+\sqrt{2} V_{2}\left(\Lambda_{\gamma \alpha}-\Lambda_{\gamma \beta}\right) U^{T} \\
& M_{4}=V_{1}\left(\Lambda_{\alpha \alpha}-\Lambda_{\beta \alpha}-\Lambda_{\alpha \beta}+\Lambda_{\beta \beta}\right) V_{1}^{T}+\sqrt{2} V_{2}\left(\Lambda_{\gamma \alpha}-\Lambda_{\gamma \beta}\right) V_{1}^{T}+\sqrt{2} V_{1}\left(\Lambda_{\alpha \gamma}-\Lambda_{\beta \gamma}\right) V_{2}^{T}
\end{aligned}
$$

By the definition of $\Lambda$, we know that
$\Lambda_{\alpha \alpha}=-\Lambda_{\beta \beta}, \quad \Lambda_{\alpha \beta}=-\Lambda_{\beta \alpha}, \quad \Lambda_{\alpha \gamma}=\Lambda_{\beta \gamma}, \quad \Lambda_{\gamma \alpha}=\Lambda_{\gamma \beta}, \quad \Lambda_{\beta \alpha}=\left(\Lambda_{\alpha \beta}\right)^{T}, \quad \Lambda_{\gamma \alpha}=\left(\Lambda_{\alpha \gamma}\right)^{T}$,
which shows that $M_{1}=M_{2}=0, M_{3}=M_{4}^{T}$. Together with (2.39), we obtain that

$$
G^{\prime}(Y ; H)=U\left(\Lambda_{\alpha \alpha}-\Lambda_{\alpha \beta}\right) V_{1}^{T}+\sqrt{2} U \Lambda_{\alpha \gamma} V_{2}^{T}
$$

Suppose instead that $G$ is directionally differentiable at $Y$ with singular values $\sigma_{1}, \ldots, \sigma_{p}$. Fix any $U \in \mathcal{O}^{p}$ and $V \in \mathcal{O}^{q}$ satisfying $Y=U\left[\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{p}\right] 0\right] V^{T}$. For each $i \in\{1, \ldots, p\}$ and each $d_{i} \in \Re$, let $H:=U\left[\operatorname{diag}\left[0, \ldots, d_{i}, \ldots, 0\right]\right] V^{T}$. Since $G^{\prime}(Y ; H)=U\left[\operatorname{diag}\left[0, \ldots, g^{\prime}\left(\sigma_{i} ; d_{i}\right), \ldots, 0\right] 0\right] V^{T}$ exists, we get that $g^{\prime}\left(\sigma_{i}, d_{i}\right)$ is well defined.

Lemma 2.3.10. If $g$ is (strongly) semismooth at $\sigma_{i}, i=1, \ldots, p$. Then, $\Psi$ is (strongly) semismooth at $Y$.

Proof. We give below a proof for the strong semismoothness case. The semismoothness case can be derived in a similar way.

By Theorem 2.3.5 and 2.3.9, we know that $G$ is locally Lipschitz continuous and is directionally differentiable at $Y$. Since $g$ is strongly semismooth at $\sigma_{i}$, $i=1, \ldots, p$ and in addition $g$ is an odd function, it is also strongly semismooth at $-\sigma_{i}, i=1, \ldots, p$.

We first show that if $\sigma_{1} \geq \ldots \geq \sigma_{p}>0, \Psi$ is strongly semismooth at $Y$. From the decomposition of $\Psi$ at $\bar{Y}=Y+H$, we have

$$
\begin{aligned}
\Psi(\bar{Y})-\Psi(Y)= & \sum_{j=1}^{2 m} g\left(\mu_{j}\right)\left[P_{j}(\Xi(\bar{Y}))-P_{j}(\Xi(Y))\right]+ \\
& +\sum_{j=1}^{2 m} \sum_{k=s_{j}+1}^{s_{j}+r_{j}}\left[g\left(\lambda_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{j}\right)\right] e_{k}(\Xi(\bar{Y}))\left(e_{k}(\Xi(\bar{Y}))\right)^{T}
\end{aligned}
$$

Since $P_{j}(\cdot)$ are twice continuously differentiable near $\Xi(\bar{Y})$, we have

$$
\sum_{j=1}^{2 m} g\left(\mu_{j}\right)\left[P_{j}(\Xi(\bar{Y}))-P_{j}(\Xi(Y))\right]=\sum_{j=1}^{2 m} g\left(\mu_{j}\right) P_{j}^{\prime}(\Xi(\bar{Y})) \Xi(H)+O\left(\|\Xi(H)\|^{2}\right)
$$

It follows from Lemma 2.3.3 the eigenvalue function $\lambda_{k}(\cdot)$ are strongly semismooth and $g(\cdot)$ are strongly semismooth at $\lambda_{i}$. Thus, for $k \in\left\{s_{j}+1, \ldots, s_{j}+r_{j}\right\}$ and $j \in\{1, \ldots, 2 m\}$, we have that

$$
\left.g\left(\lambda_{k}(\Xi(\bar{Y}))\right)-g\left(\mu_{j}\right)=g^{\prime}\left(\lambda_{k}(\Xi(\bar{Y}))\right), \lambda_{k}^{\prime}(\Xi(\bar{Y}), \Xi(H))\right)+O\left(\|H\|^{2}\right)
$$

Since $\left\|e_{k}(\Xi(\bar{Y}))\left(e_{k}(\Xi(\bar{Y}))\right)^{T}\right\|$ are uniformly bounded, we get that

$$
\begin{aligned}
\Psi(\bar{Y})-\Psi(Y) & =\sum_{j=1}^{2 m} g\left(\lambda_{j}\right) P_{j}^{\prime}(\Xi(Y)) \Xi(H) \\
& +\sum_{i=1}^{2 p} g^{\prime}\left(\lambda_{i}(\Xi(\bar{Y})), \lambda_{i}^{\prime}(\Xi(\bar{Y}), \Xi(H))\right) e_{i}(\Xi(\bar{Y}))\left(e_{i}(\Xi(\bar{Y}))\right)^{T}+O\left(\|H\|^{2}\right) .
\end{aligned}
$$

By Lemma 2.3.8 we know that for an appropriate choice of $e_{i}(\Xi(\bar{Y}))$, one has

$$
\Psi(\bar{Y})-\Psi(Y)=\Psi^{\prime}(\bar{Y}, H)+O\left(\|H\|^{2}\right)
$$

which implies that $\Psi$ is strongly semismooth at $Y$.
We next assume that $\sigma_{p}=0$. Then $g$ is strongly semismooth at 0 . By [3, Proposition 4.10], we know that $F$ is strongly semismooth at $\Xi(Y)$ and hence

$$
F(\Xi(Y)+\Xi(H))-F(\Xi(Y))=F^{\prime}(\Xi(Y)+\Xi(H) ; \Xi(H))+O\left(\|\Xi(H)\|^{2}\right)
$$

which, together with (2.37), yields that

$$
\Psi(Y+H)-\Psi(Y)=\Psi^{\prime}(Y+H ; H)+O\left(\|H\|^{2}\right) .
$$

Thus, $\Psi$ is strongly semismooth at $Y$.

Theorem 2.3.11. If $g$ is (strongly) semismooth at $\sigma_{i}, i=1, \ldots, p$. Then $G$ is (strongly) semismooth at $Y$.

Proof. By Lemma 2.3.10, we obtain that

$$
\begin{aligned}
\Psi(\bar{Y})-\Psi(Y)-\Psi^{\prime}(\bar{Y}, H)= & {\left[\begin{array}{cc}
0 & G(\bar{Y})-G(Y) \\
(G(\bar{Y})-G(Y))^{T} & 0
\end{array}\right]-} \\
& -\left[\begin{array}{cc}
0 & G^{\prime}(\bar{Y} ; H) \\
\left(G^{\prime}(\bar{Y} ; H)\right)^{T} & 0
\end{array}\right]=O\left(\|H\|^{2}\right),
\end{aligned}
$$

which implies that $G(\bar{Y})-G(Y)-G^{\prime}(\bar{Y} ; H)=O\left(\|H\|^{2}\right)$ and hence $G$ is strongly semismooth at $Y$.

Example 2.3.1. For some given $\tau>0$, let $g: \Re_{+} \rightarrow \Re$ be defined by

$$
g(t):=(t-\tau)_{+} .
$$

Note that $g(0)=0$ in this case. We then get that the extended function $g: \Re \rightarrow \Re$ has the following form:

$$
g(t)= \begin{cases}(t-\tau)_{+} & \text {if } t \geq 0 \\ -(-t-\tau)_{+} & \text {if } t<0\end{cases}
$$

that is, $g(t)=(t-\tau)_{+}-(-t-\tau)_{+}$. It can be readily seen that the nonsymmetric matrix-valued function $G$ associated with $g$ becomes the soft thresholding operator. Since $g$ is strongly semismooth everywhere, by Theorem 2.3.11, we can get the result that the soft thresholding operator is strongly semismooth everywhere, which
has been shown by Jiang, Sun and Toh [9]. Therefore, our results on the properties of the nonsymmetric matrix-valued function $G$ generalize the results of Jiang, Sun and Toh [9] which considers the case of the soft thresholding operator to general cases.

## Chapter 3

## Smoothing functions

In this chapter, we will discuss the continuity and differential properties of the smoothing function for the nonsmooth nonsymmetric matrix function. We first give the definition of the smoothing function and then show that the smoothing function inherits the properties of locally Lipschitz continuity, continuous differentiability, directional differentiability and (strongly) semismoothness from the smoothing function $h$ of the real-valued function $g$.

### 3.1 Definition

Let $h: \Re_{++} \times \Re_{+} \rightarrow \Re$ be the smoothing function of $g: \Re_{+} \mapsto \Re$. Now we define the smoothing function $H$ of the nonsmooth nonsymmetric matrix value function $G$ as follows:

$$
\begin{equation*}
H(\epsilon, Y):=U\left[\operatorname{diag}\left[h\left(\epsilon, \sigma_{1}\right), \ldots, h\left(\epsilon, \sigma_{p}\right)\right] 0\right] V^{T} . \tag{3.1}
\end{equation*}
$$

As $h$ is only defined on $\Re_{++} \times \Re_{+}$, for later discussion we define the extended function $\hat{h}: \Re \rightarrow \Re$ by

$$
\hat{h}(\epsilon, y):= \begin{cases}h(\epsilon, y)-h(\epsilon, 0) & \text { if } t \geq 0, \\ -(h(\epsilon,-y)-h(\epsilon, 0)) & \text { if } t<0 .\end{cases}
$$

We can easily see that $\hat{h}$ is an odd function and

$$
H(\epsilon, Y)=U[h(\epsilon, \Sigma) 0] V^{T}=U[\hat{h}(\epsilon, \Sigma) 0] V^{T}+h(\epsilon, 0) Y
$$

For the convenience of discussion, we use $h$ and $H$ to represent $\hat{h}$ and $\hat{H}$, respectively.

In order to study the properties of $H$, we define the function $\Phi: \Re \times \Re^{p \times q} \rightarrow$ $\mathcal{S}^{p+q}$ by

$$
\begin{aligned}
\Phi(\epsilon, Y) & :=F(\epsilon, \Xi(Y)) \\
& =Q \operatorname{diag}\left[h\left(\epsilon, \sigma_{1}\right), \ldots, h\left(\epsilon, \sigma_{p}\right), h\left(\epsilon,-\sigma_{1}\right), \ldots, h\left(\epsilon,-\sigma_{p}\right), h(\epsilon, 0), \ldots, h(\epsilon, 0)\right] Q^{T} \\
& =Q\left[\operatorname{diag}\left[h\left(\epsilon, \sigma_{1}\right), \ldots, h\left(\epsilon, \sigma_{p}\right), h\left(\epsilon,-\sigma_{1}\right), \ldots, h\left(\epsilon,-\sigma_{p}\right)\right] 0\right] Q^{T},
\end{aligned}
$$

where $\Xi$ and $Q$ are given by (2.3) and (2.4), respectively. By the same calculation as in (2.7), we can get

$$
\Phi(\epsilon, Y)=\left[\begin{array}{ll}
0 & H(\epsilon, Y)  \tag{3.2}\\
(H(\epsilon, Y))^{T} & 0
\end{array}\right]
$$

### 3.2 Continuity, differential properties and semismoothness

In this section, we study the continuity, differential and semismooth properties of the smoothing function of the nonsmooth nonsymmetric matrix-valued function.

Theorem 3.2.1. If $h$ is locally Lipschitz continuous at $\left(\epsilon, \sigma_{1}\right), \ldots,\left(\epsilon, \sigma_{p}\right)$. Then $H$ is locally Lipschitz continuous at $(\epsilon, Y)$.

Proof. Assume that $h$ is locally Lipschitz continuous at $\left(\epsilon, \sigma_{1}\right), \ldots,\left(\epsilon, \sigma_{p}\right)$. Then, it is also locally Lipschitz continuous at $\left(\epsilon,-\sigma_{1}\right), \ldots,\left(\epsilon,-\sigma_{p}\right)$. We show below that $\Phi$ is locally Lipschitz continuous at $(\epsilon, Y)$.

We first consider the case of $\sigma_{1} \geq \ldots \geq \sigma_{p}>0$. Since

$$
\Phi(\epsilon, Y)=\sum_{i=1}^{2 m} h\left(\epsilon, \mu_{i}\right) P_{i}(\Xi(Y))+\sum_{i=1}^{2 m} \sum_{k=s_{i}+1}^{s_{i}+r_{i}}\left[h\left(\epsilon, \lambda_{k}(\Xi(Y))\right)-h\left(\epsilon, \mu_{i}\right)\right] e_{k}(\Xi(Y)) e_{k}(\Xi(Y))^{T},
$$

we obtain that

$$
\begin{aligned}
\|\Phi(\tau, \bar{Y})-\Phi(\epsilon, Y)\| \leq & \sum_{i=1}^{2 m}\left|h\left(\epsilon, \mu_{i}\right)\right|\left\|P_{i}(\Xi(\bar{Y}))-P_{i}(\Xi(Y))\right\| \\
& +\sum_{i=1}^{2 m} \sum_{k=s_{i}+1}^{s_{i}+r_{i}} \mid h\left(\tau, \lambda_{k}(\Xi(\bar{Y}))-h\left(\epsilon, \mu_{i}\right) \mid\left\|e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T}\right\| .\right.
\end{aligned}
$$

Since $\left\|e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T}\right\|$ are uniformly bounded, it follows from locally Lipschitz continuity of the eigenvalue function $\lambda_{k}(\cdot)$ and of $P_{k}(\cdot)$ that $\Phi$ is locally Lipschitz continuous at $(\epsilon, Y)$.

We next consider the case of $\sigma_{p}=0$. Since $h$ is locally Lipschitz continuous at $(\epsilon, 0)$, from [23, Proposition 3.3], we know that $\Phi$ is locally Lipschitz continuous at $(\epsilon, \Xi(Y))$, i.e., there exists $L>0$ such that

$$
\|F(\epsilon+\tau, \Xi(Y)+\Xi(H))-F(\epsilon, Y)\| \leq L\|(\tau, \Xi(H))\|,
$$

which, together with the definition of $\Phi$, implies that

$$
\|\Phi(\epsilon+\tau, Y+H)-\Phi(\epsilon, Y)\| \leq \hat{L}\|(\tau, H)\|
$$

for some $\hat{L}>0$. Thus, $\Phi$ is locally Lipschitz continuous. It follows from (3.2) that $H$ is locally Lipschitz continuous at $(\epsilon, Y)$.

Theorem 3.2.2. Given $(\epsilon, Y) \in \Re_{++} \times \Re^{p \times q}$, if $h$ is continuously differentiable at $\left(\epsilon, \sigma_{i}\right)(i=1, \ldots, p)$, then $H$ is continuously differentiable at $(\epsilon, Y)$. Moreover, for any $(\tau, \Delta Y) \in \Re_{++} \times \Re^{p \times q}$, the derivative of $H$ is given by

$$
H^{\prime}(\epsilon, Y)(\tau, \Delta Y)=H_{Y}^{\prime}(\epsilon, Y) \Delta Y+H_{\epsilon}^{\prime}(\epsilon, Y) \tau
$$

Proof. Fix $\epsilon>0$. By Theorem 2.2.6 and 2.2.4, we know that $H(\epsilon, \cdot)$ is continuously differentiable around $Y \in \Re^{p \times q}$ and for any $\Delta Y \in \Re^{p \times q}$,

$$
H_{Y}^{\prime}(\epsilon, Y) \Delta Y=\frac{1}{2} U\left[\Omega_{\alpha \alpha} \circ\left(A^{T}+A\right)+\Omega_{\alpha \beta} \circ\left(A-A^{T}\right)\right] V_{1}^{T}+U\left(\Omega_{\alpha \gamma} \circ B\right) V_{2}^{T}
$$

where $A:=U^{T} \Delta Y V_{1} \in \Re^{p \times p}, B:=U^{T} \Delta Y V_{2} \in \Re^{p \times(q-p)}$ and the matrices $\Omega_{\alpha \alpha}, \Omega_{\alpha \beta}, \Omega_{\alpha \gamma}$ are defined by

$$
\begin{gathered}
\left(\Omega_{\alpha \alpha}\right)_{i j}:= \begin{cases}\frac{h\left(\epsilon, \sigma_{i}\right)-r\left(\epsilon, \sigma_{j}\right)}{\sigma_{i}-\sigma_{j}} & \text { if } \sigma_{i} \neq \sigma_{j}, \\
h^{\prime}\left(\epsilon, \sigma_{i}\right) & \text { if } \sigma_{i}=\sigma_{j},\end{cases} \\
\left(\Omega_{\alpha \beta}\right)_{i j}:= \begin{cases}\frac{h\left(\epsilon, \sigma_{i}\right)+h\left(\epsilon, \sigma_{j}\right)}{\sigma_{i}+\sigma_{j}} & \text { if } \sigma_{i} \neq-\sigma_{j}, \\
h^{\prime}(\epsilon, 0) & \text { if } \sigma_{i}=-\sigma_{j}=0,\end{cases} \\
\left(\Omega_{\alpha \gamma}\right)_{i j}:= \begin{cases}\frac{h\left(\epsilon, \sigma_{i}\right)}{\sigma_{i}} & \text { if } \sigma_{i} \neq 0, \\
h^{\prime}(\epsilon, 0) & \text { if } \sigma_{i}=0 .\end{cases}
\end{gathered}
$$

For fixed $Y \in \Re^{p \times q}$, since $h\left(\cdot, \sigma_{i}\right)(i=1, \ldots, p)$ are continuously differentiable on $\Re_{++}$, we know that $H(\cdot, Y)$ is continuously differentiable on $\Re_{++}$and for any $\tau \in \Re$, we have

$$
H_{\epsilon}^{\prime}(\epsilon, Y) \tau=\tau U\left[\operatorname{diag}\left(h_{\epsilon}^{\prime}\left(\epsilon, \sigma_{1}\right), \cdots, h_{\epsilon}^{\prime}\left(\epsilon, \sigma_{p}\right)\right) 0\right] V^{T} .
$$

Since $h_{\epsilon}^{\prime}\left(\nu, \sigma_{i}(Z)\right) \rightarrow h_{\epsilon}^{\prime}\left(\epsilon, \sigma_{i}(Y)\right)$ as $\nu \rightarrow \epsilon, Z \rightarrow Y$, we have that $\| H_{\epsilon}^{\prime}(\nu, Z)-$ $H_{\epsilon}^{\prime}(\epsilon, Y) \| \rightarrow 0$, which implies that $H_{\epsilon}^{\prime}$ is continuous.

The above arguments show that $H$ is differentiable at $(\epsilon, Y)$ and

$$
H^{\prime}(\epsilon, Y)(\tau, \Delta Y)=H_{Y}^{\prime}(\epsilon, Y) \Delta Y+H_{\epsilon}^{\prime}(\epsilon, Y) \tau
$$

Since $H_{Y}^{\prime}(\epsilon, Y)$ and $H_{\epsilon}^{\prime}(\epsilon, Y)$ are continuous, $H^{\prime}$ is continuous and thus $H$ is continuously differentiable.

Let $\mu_{1}, \ldots, \mu_{m}$ be the distinct values of $\sigma_{1}, \ldots, \sigma_{p}, \mu_{m+1}, \ldots, \mu_{2 m}$ be the distinct value of $-\sigma_{1}, \ldots,-\sigma_{p}$ and $\mu_{2 m+1}=0$ be the value of $\lambda_{i}(\Xi(Y))$ with $i \geq 2 p+1$.

Theorem 3.2.3. For any $(\epsilon, Y) \in \Re_{++} \times \Re^{p \times q}$, if $h$ is directionally differentiable at $\left(\epsilon, \sigma_{i}\right), i=1, \ldots, p$, then $H$ is directionally differentiable at $(\epsilon, Y)$.

Proof. Since $Y$ is directionally differentiable at $\left(\epsilon, \sigma_{i}\right)$, it is also directionally differentiable at $\left(\epsilon,-\sigma_{i}\right)$. First we show that $\Phi$ is directionally differentiable at $(\epsilon, Y)$.

For any $t>0,(\tau, H) \in \Re_{++} \times \Re^{p \times q}$, let $\bar{Y}=Y+t H$ and $\bar{\epsilon}=t \tau+\epsilon$. We first consider the case $\sigma_{1} \geq \ldots \geq \sigma_{p}>0$. Since

$$
h\left(\bar{\epsilon}, \mu_{2 m+1}(\Xi(\bar{Y}))=h\left(\epsilon, \mu_{2 m+1}\right)=0\right.
$$

and
$\Phi(\bar{\epsilon}, \bar{Y})=\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right) P_{k}(\Xi(\bar{Y}))+\sum_{k=1}^{2 p}\left[h\left(\bar{\epsilon}, \lambda_{k}(\Xi(\bar{Y}))\right)-h\left(\epsilon, \lambda_{k}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T}$,
we have

$$
\begin{aligned}
\Phi(\bar{\epsilon}, \bar{Y})-\Phi(\epsilon, Y) & =\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right)\left[P_{k}(\Xi(\bar{Y}))-P_{k}(\Xi(Y))\right] \\
& +\sum_{k=1}^{2 p}\left[h\left(\bar{\epsilon}, \lambda_{k}(\Xi(\bar{Y}))\right)-h\left(\epsilon, \lambda_{k}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T} .
\end{aligned}
$$

Let

$$
A=\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right)\left[P_{k}(\Xi(\bar{Y}))-P_{k}(\Xi(Y))\right]
$$

and

$$
B=\sum_{k=1}^{2 p}\left[h\left(\bar{\epsilon}, \lambda_{k}(\Xi(\bar{Y}))\right)-h\left(\epsilon, \lambda_{k}\right)\right] e_{k}(\Xi(\bar{Y})) e_{k}(\Xi(\bar{Y}))^{T} .
$$

Then, we easily know that

$$
\lim _{t \downarrow 0} t^{-1} A=\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right) P_{k}^{\prime}(\Xi(Y)) \Xi(H) .
$$

Next we calculate the directional derivative of $B$. Since $h$ is directionally differentiable at $\left(\epsilon, \lambda_{k}\right), k=1, \ldots, 2 p$, together with the directionally differentiable of $\lambda_{k}(\Xi(Y)), k=1, \ldots, 2 p$, we obtain that for each $k$,

$$
\lim _{t \downarrow 0} t^{-1}\left(h\left(\bar{\epsilon}, \lambda_{k}(\bar{Y})\right)-h\left(\epsilon, \lambda_{k}(Y)\right)\right)=h^{\prime}\left(\left(\epsilon, \lambda_{k}(Y)\right) ;\left(\tau, \lambda_{k}^{\prime}(Y ; \Xi(H))\right)\right) .
$$

Thus, $\lim _{t \downarrow 0} t^{-1} B=\sum_{k=1}^{2 p} h^{\prime}\left(\left(\epsilon, \lambda_{k}(Y)\right) ;\left(\tau, \lambda_{k}^{\prime}(Y ; \Xi(H))\right)\right) e_{k}(\Xi(Y)) e_{k}(\Xi(Y))^{T}$. This means that $\Phi$ is directionally differentiable at $(\epsilon, Y)$ and

$$
\begin{aligned}
\Phi^{\prime}((\epsilon, Y) ;(\tau, H)) & =\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right) P_{k}^{\prime}(\Xi(Y)) \Xi(H) \\
& +\sum_{k=1}^{2 p} h^{\prime}\left(\left(\epsilon, \lambda_{k}(Y)\right) ;\left(\tau, \lambda_{k}^{\prime}(Y ; \Xi(H))\right)\right) e_{k}(\Xi(Y)) e_{k}(\Xi(Y))^{T} .
\end{aligned}
$$

We turn to the case $\sigma_{1} \geq \ldots \sigma_{p}=0$. Then, $h$ is also directionally differentiable at $(\epsilon, 0)$. From [23, Proposition 3.1], we know that $F$ is directionally differentiable at $(\epsilon, \Xi(Y)$. Since

$$
\begin{align*}
\Phi^{\prime}((\epsilon, Y) ;(\tau, H)) & =\lim _{t \downarrow 0} \frac{\Phi(\epsilon+t \tau, Y+t H)-\Phi(\epsilon, Y)}{t} \\
& =\lim _{t \downarrow 0} \frac{F(\epsilon+t \tau, \Xi(Y)+t \Xi(H))-F(\epsilon, \Xi(Y))}{t} \\
& =F^{\prime}((\epsilon, \Xi(Y)) ;(\tau, \Xi(H))), \tag{3.3}
\end{align*}
$$

we obtain that $\Phi$ is directionally differentiable at $(\epsilon, Y)$. From (3.2), we conclude that $H$ is also directionally differentiable at $(\epsilon, Y)$.

In the following, we show the (strong) semismoothness of $H$.
Theorem 3.2.4. If $h$ is (strongly) semismooth at $\left(\epsilon, \sigma_{i}\right), i=1, \ldots, p$. Then $H$ is (strongly) semismooth at $(\epsilon, Y)$.

Proof. We give below a proof for the strong semismoothness case. The semismoothness case can be derived in a similar way.

We first show that $\Phi$ is strongly semismooth at $(\epsilon, Y)$ by considering two cases.
Case 1: $\sigma_{1} \geq \ldots \geq \sigma_{p}>0$. For any $(\tau, H) \in \Re_{++} \times \Re^{p \times q}$, we have

$$
\begin{aligned}
& \Phi(\epsilon+\tau, Y+H)-\Phi(\epsilon, Y) \\
& =\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right)\left[P_{k}(\Xi(Y+H))-P_{k}(\Xi(Y))\right] \\
& +\sum_{k=1}^{2 p}\left[h\left(\tau, \lambda_{k}(\Xi(Y+H))\right)-h\left(\epsilon, \lambda_{k}(\Xi(Y))\right)\right] e_{k}(\Xi(Y+H)) e_{k}(\Xi(Y+H))^{T} .
\end{aligned}
$$

Since $P_{j}(\cdot)$ are twice continuously differentiable near $\Xi(\bar{Y})$, we have
$\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right)\left[P_{k}(\Xi(Y+H))-P_{k}(\Xi(Y))\right]=\sum_{k=1}^{2 m} h\left(\epsilon, \mu_{k}\right) P_{j}^{\prime}(\Xi(\bar{Y})) \Xi(H)+O\left(\|\Xi(H)\|^{2}\right)$.
It follows from Lemma 2.3.3 and the strong semismoothness of $h(\cdot, \cdot)$ at $\left(\epsilon, \lambda_{i}\right)$ that for $k \in\{1, \ldots, 2 p\}$,
$h\left(\epsilon+\tau, \lambda_{k}(\Xi(\bar{Y}))\right)-h\left(\epsilon, \lambda_{k}\right)=h^{\prime}\left(\left(\epsilon+\tau, \lambda_{k}(\Xi(\bar{Y}))\right) ; \tau, \lambda_{k}^{\prime}(\Xi(\bar{Y}), \Xi(H))\right)+O\left(\|\Xi(H)\|^{2}\right)$.
Since $\left\|e_{k}(\Xi(\bar{Y}))\left(e_{k}(\Xi(\bar{Y}))\right)^{T}\right\|$ are uniformly bounded, we get that

$$
\begin{aligned}
& \sum_{k=1}^{2 p}\left[h\left(\tau, \lambda_{k}(\Xi(Y+H))\right)-h\left(\epsilon, \lambda_{k}(\Xi(Y))\right)\right] e_{k}(\Xi(Y+H)) e_{k}(\Xi(Y+H))^{T} \\
= & \sum_{k=1}^{2 p} h^{\prime}\left(\left(\epsilon+\tau, \lambda_{k}(\Xi(\bar{Y}))\right) ; \tau, \lambda_{k}^{\prime}(\Xi(\bar{Y}), \Xi(H))\right)+O\left(\|\Xi(H)\|^{2}\right) .
\end{aligned}
$$

Consequently,

$$
\Phi(\epsilon+\tau, Y+H)-\Phi(\epsilon, Y)=\Phi^{\prime}((\epsilon+\tau, Y+H) ;(\tau, H))+O\left(\|H\|^{2}\right)
$$

which means that $\Phi$ is strongly semismooth at $(\epsilon, Y)$.
Case 2: $\sigma_{p}=0$. Then, the assumption implies that $h$ is strongly semismooth at $(\epsilon, 0)$. From [23, Theorem 4.2], we know that $F$ is strongly semismooth at $(\epsilon, \Xi(Y))$, that is,

$$
\begin{aligned}
& F(\epsilon+\tau, \Xi(Y)+\Xi(H))-F(\epsilon, \Xi(Y)) \\
= & F^{\prime}((\epsilon+\tau, \Xi(Y)+\Xi(H)) ;(\tau, \Xi(H)))+O\left(\|(\tau, \Xi(H))\|^{2}\right) .
\end{aligned}
$$

By the definition of $\Phi$, we get that

$$
\Phi(\epsilon+\tau, Y+H)-\Phi(\epsilon, Y)=\Phi^{\prime}((\epsilon+\tau, Y+H) ;(\tau, H))+O\left(\|(\tau, H)\|^{2}\right)
$$

which yields that $\Phi$ is strongly semismooth at $(\epsilon, Y)$. From (3.2), we conclude that $H$ is (strongly) semismooth.

Example 3.2.1. We use Huber smoothing function $h: \Re_{++} \times \Re_{+} \rightarrow \Re$ to smooth the soft thresholding operator, which is defined by

$$
h(\epsilon, t)= \begin{cases}t & \text { if } t \geq \frac{\epsilon}{2}, \\ \frac{1}{2 \epsilon}\left(t+\frac{\epsilon}{2}\right)^{2} & \text { if }-\frac{\epsilon}{2}<t<\frac{\epsilon}{2} \\ 0 & \text { if } t \leq-\frac{\epsilon}{2} .\end{cases}
$$

Then the smoothing function for the soft thresholding operator is

$$
h_{\tau}(\epsilon, t)= \begin{cases}t-\tau & \text { if } t \geq \frac{\epsilon}{2}+\tau, \\ \frac{1}{2 \epsilon}\left(t-\tau+\frac{\epsilon}{2}\right)^{2} & \text { if } \tau-\frac{\epsilon}{2}<t<\tau+\frac{\epsilon}{2}, \\ 0 & \text { if } t \leq \tau-\frac{\epsilon}{2} .\end{cases}
$$

We define the extended function $\hat{h}_{\tau}: \Re \rightarrow \Re$ by,

$$
\hat{h}_{\tau}(\epsilon, t):=\left\{\begin{array}{lll}
h(\epsilon, t)-\frac{\left(\tau-\frac{\epsilon}{2}\right)^{2}}{2 \epsilon} & \text { if } & t \geq 0 \\
-\left(h(\epsilon,-t)-\frac{\left(\tau-\frac{\epsilon}{2}\right)^{2}}{2 \epsilon}\right) & \text { if } & t<0
\end{array}\right.
$$

Since $h_{\tau}$ is strongly semismooth on $\Re_{+} \times \Re$, from the above theorem $H_{\tau}$ is strongly semismooth on $\Re_{+} \times \Re^{p \times q}$.

\section*{| Chapter |
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## Conclusions

In this thesis, we studied various continuity and differentiability properties of the nonsymmetric matrix-valued function and the smoothing function of the nonsmooth nonsymmetric matrix-valued function. In particular, we showed that the nonsymmetric matrix-valued function $G$ and its smoothing function $H$ inherit the continuity, differentiability, continuous differentiability, locally Lipschitz continuity, directional differentiability and (strongly) semismoothness from the real-valued function $g$ and the smoothing function $h$ of $g$, respectively. These results can be applied to address some basic issues on the analysis of semismooth/smoothing Newton methods arising from the nonsymmetric matrix optimization problems. These issues are, however, beyond the scope of the thesis. We leave them for future research.

## Appendix A

## Basic concepts

This appendix reviews some basic properties of vector-valued functions. These properties are continuity, (locally) Lipschitz continuity, directional differentiability, continuous differentiability and ( $\rho$-order) semismoothness.

Throughout this appendix, we assume that $\mathcal{X}$ and $\mathcal{Y}$ are two finite dimensional real vector spaces and $\mathcal{W}$ is an open set in $\mathcal{Y}$. We consider a function $\Theta: \mathcal{W} \rightarrow \mathcal{Y}$.

We say that $\Theta$ is continuous at $x \in \mathcal{W}$ if

$$
\Theta(y) \rightarrow \Theta(x) \quad \text { as } \quad y \rightarrow x
$$

and $\Theta$ is continuous in $\mathcal{W}$ if it is continuous at every $x \in \mathcal{W}$. The function $\Theta$ is said to be locally Lipschitz continuous at $x \in \mathcal{W}$ if there exists $\kappa>0$ and $\delta>0$ such that

$$
\|\Theta(y)-\Theta(z)\| \leq \kappa\|y-z\|, \quad \forall y \in \mathcal{W} \text { such that }\|y-x\| \leq \delta,\|z-x\| \leq \delta
$$

and $\Theta$ is locally Lipschitz continuous in $\mathcal{W}$ if it is locally Lipschitz continuous at every $x \in \mathcal{W}$. If $\delta$ can be taken to be $+\infty, \Theta$ is said to be Lipschitz continuous with Lipschitz constant $\kappa$.

We say that $\Theta$ is directionally differentiable at $x \in \mathcal{W}$ if for any $h \in \mathcal{X}$,

$$
\Theta^{\prime}(x ; h):=\lim _{t \downarrow 0} \frac{\Theta(x+t h)-\Theta(x)}{t} \quad \text { exists; }
$$

and $\Theta$ is directionally differentiable on $\mathcal{W}$ if it is directionally differentiable at every $x \in \mathcal{W}$. The function $\Theta$ is said to be (Fréchet) differentiable at $x \in \mathcal{W}$ if there exists a linear operator $\Theta^{\prime}(x): \mathcal{W} \rightarrow \mathcal{Y}$ such that

$$
\Theta(x+h)-\Theta(x)-\Theta^{\prime}(x) h=o(\|h\|) .
$$

Moreover, $\Theta$ is continuously differentiable in $\mathcal{W}$ if $\Theta$ is differentiable at every $x \in \mathcal{W}$ and $\Theta^{\prime}$ is continuous.

If $\Theta$ is a locally Lipschitz continuous function in $\mathcal{W}$. Then, by Rademacher's theorem [17, Chapter 9.J] we know that $\Theta$ is almost everywhere differentiable in $\mathcal{W}$. Let $\mathcal{W}_{\Theta}$ denote the set of points in $\mathcal{W}$ where $\Theta$ is differentiable. Then, the Clarke's generalized Jacobian of $\Theta$ at $x \in \mathcal{W}$ is defined by (cf. [5])

$$
\partial \Theta(x):=\operatorname{conv}\left\{\partial_{B} \Theta(x)\right\},
$$

where "conv" denotes the convex hull and the $B$-subdifferential $\partial_{B} \Theta(x)$, defined by Qi in [15], is given by

$$
\partial_{B} \Theta(y):=\left\{V: V=\lim _{j \rightarrow \infty} \Theta^{\prime}\left(x^{j}\right), x^{j} \rightarrow x, x^{j} \in \mathcal{W}_{\Theta}\right\} .
$$

The concept of semismoothness was first introduced by Mifflin ([14]) for functionals and was extended to vector-valued functions by Qi and Sun ([16]).

Definition A.0.1. Assume that $\Theta$ is a locally Lipschitz continuous function on $\mathcal{W}$. We say that $\Theta$ is semismooth at a point $x \in \mathcal{W}$ if
(i) $\Theta$ is directionally differentiable at $x$; and
(ii) for any $y \rightarrow x$ and $V \in \partial \Theta(y)$,

$$
\Theta(y)-\Theta(x)-V(y-x)=o(\|y-x\|) .
$$

The function $\Theta$ is said to be $\rho$-order semismooth at $x \in \mathcal{W}$ if $\Theta$ is semismooth at $\Theta$ and, for any $y \rightarrow x$ and $V \in \partial \Theta(y)$, one has

$$
\Theta(y)-\Theta(x)-V(y-x)=O\left(\|y-x\|^{1+\rho}\right) .
$$

We say that $\Theta$ is strongly semismooth at $x \in \mathcal{W}$ if it is 1-order semismooth at $x \in \mathcal{W}$.

The following result, originally shown by Sun and Sun [19], will be needed in our analysis.

Proposition A.0.5. [19, Theorem 3.7] Suppose $\Theta$ is locally Lipschitz continuous and directionally differentiable in a neighborhood of $x \in \mathcal{W}$. Then, for any $0<$ $\rho<\infty$, the following two statements are equivalent:
(I) For any $h \in \mathcal{X}$ and any $V \in \partial \Theta(x+h)$,

$$
\Theta(x+h)-\Theta(x)-V(h)=o(\|h\|) \quad\left(\text { respectively, } O\left(\|h\|^{1+\rho}\right)\right) .
$$

(II) For any $h \in \mathcal{X}$ such that $\Theta$ is differentiable at $x+h$,

$$
\Theta(x+h)-\Theta(x)-\Theta^{\prime}(x+h) h=o(\|h\|) \quad\left(\text { respectively, } O\left(\|h\|^{1+\rho}\right)\right) .
$$

## Properties of symmetric matrix-valued functions

This appendix contains some results related to the properties of symmetric matrixvalued functions, which will be used to analyze the properties of nonsymmetric matrix-valued functions.

Let $X \in \mathcal{S}^{n}$ have the eigenvalue decomposition of the form:

$$
\begin{equation*}
X=P \operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{n}\right] P^{T} \tag{B.1}
\end{equation*}
$$

where $P$ is an orthogonal matrix and $\operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{n}\right]$ denotes the $n \times n$ diagonal matrix with its $i$ th diagonal entry $\lambda_{i}$. Then, for any function $f: \Re \rightarrow \Re$, we can define a matrix-valued function $F: \mathcal{S}^{n} \rightarrow \mathcal{S}^{n}($ cf. $[1,8])$, associated with $f$, by

$$
\begin{equation*}
F(X):=P \operatorname{diag}\left[f\left(\lambda_{1}\right), \ldots, f\left(\lambda_{n}\right)\right] P^{T} . \tag{B.2}
\end{equation*}
$$

By $[1$, Chapter V], we know that $F(X)$ is well defined (independent of the ordering of the eigenvalues and the choice of the eigenvectors).

From [3], we know that $F$ inherits the properties of continuity, (locally) Lipschitz continuity, directional differentiability, differentiability, continuous differentiability and semismoothness of $f$. For the convenience of our proof, we list below
the related results in [3] and the references therein.

Proposition B.0.6. The function $F$ is continuous at $X \in \mathcal{S}^{n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ if and only if $f$ is continuous at $\lambda_{1}, \ldots, \lambda_{n}$.

Proposition B.0.7. For any $f: \Re \rightarrow \Re$, the following results hold:
(a) $F$ is directionally differentiable at an $X \in \mathcal{S}$ with eigenvalues $\lambda_{1}, \cdots, \lambda_{n}$ if and only if $f$ is directionally differentiable at $\lambda_{1}, \cdots, \lambda_{n}$. Moreover, for any nonzero $H \in \mathcal{S}^{n}$,

$$
F^{\prime}(X ; H)=P\left(F^{[1]}\left(\lambda ; P^{T} H P\right) P^{T}\right.
$$

for some orthogonal matrix such that $\left(P^{T} H P\right)_{i j}=0$ whenever $\lambda_{i}=\lambda_{j}$ and $i \neq j$.

$$
F^{[1]}(\lambda ; H)_{i j}:= \begin{cases}\frac{f\left(\lambda_{i}\right)-f\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} H_{i j} & \text { if } \lambda_{i} \neq \lambda_{j} \\ f^{\prime}\left(\lambda_{i} ; H_{i j}\right) & \text { if } \lambda_{i}=\lambda_{j}\end{cases}
$$

(b) $F$ is directionally differentiable if and only if $f$ is directionally differentiable.

Proposition B.0.8. The function $F$ is locally Lipschitz continuous at $X \in \mathcal{S}^{n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ if and only if $f$ is locally Lipschitz continuous at $\lambda_{1}, \ldots, \lambda_{n}$.

Proposition B.0.9. The function $F$ is differentiable at $X \in \mathcal{S}^{n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ if and only if $f$ is differentiable at $\lambda_{1}, \ldots, \lambda_{n}$. Moreover, $F^{\prime}(X)$ is given by

$$
F^{\prime}(X) H=P\left(f^{[1]}(\lambda) \circ\left(P^{T} H P\right)\right) P^{T}, \quad \forall H \in \mathcal{S}^{n}
$$

for some orthogonal matrix such that $X=P \operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{n}\right] P^{T}$, where $f^{[1]}(\lambda)$ is the symmetric matrix defined by

$$
f^{[1]}(\lambda)_{i j}= \begin{cases}\frac{f\left(\lambda_{i}\right)-f\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} & \text { if } \lambda_{i} \neq \lambda_{j} \\ f^{\prime}\left(\lambda_{i}\right) & \text { if } \lambda_{i}=\lambda_{j}\end{cases}
$$

Proposition B.0.10. Let $f: \Re \rightarrow \Re$ be locally Lipschitz continuous. Then, for any $X \in \mathcal{S}^{n}$, the generalized Jacobian $\partial_{B} F(X)$ is well defined and nonempty. Moreover, for any $V \in \partial_{B} F(X)$, we have

$$
V H=P\left(\Lambda \circ\left(P^{T} H P\right)\right) P^{T} \quad \forall h \in \mathcal{S}^{n}
$$

for some orthogonal matrix $P$ such that $X=P \operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{n}\right] P^{T}$, where " " denotes the Hardmard product of two matrices and the matrix $\Lambda$ is defined by

$$
\Lambda_{i j}= \begin{cases}\frac{f\left(\lambda_{i}\right)-f\left(\lambda_{j}\right)}{\lambda_{i}-\lambda_{j}} & \text { if } \lambda_{i} \neq \lambda_{j} \\ \in \partial f\left(\lambda_{i}\right) & \text { if } \lambda_{i}=\lambda_{j}\end{cases}
$$

Proposition B.0.11. The function $F$ is semismooth if and only if $f$ is semismooth. Moreover, if $f$ is $\rho$-order semismooth $(0<\rho<\infty)$, then $F$ is $\min \{1, \rho\}$ order semismooth.
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