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Abstract
We prove that for a given smooth initial value, if a finite element solution of the three-
dimensional Navier–Stokes equations is bounded in a certain norm with a relatively
smallmesh size, then the solution of theNavier–Stokes equationswith this given initial
value must be smooth and unique, and is successfully approximated by the numerical
solution.

Mathematics Subject Classification 35Q30, 35B65, 65M15

1 Introduction

The Navier–Stokes equations have wide applications in many scientific and engi-
neering fields, such as ocean currents, weather forecast, and air flow around a wing.
Regardless of the wide range of their applications, whether the Navier–Stokes equa-
tions always admit a unique smooth solution is not known yet in three-dimensional
domains for general smooth initial data. Global existence of weak solutions to the
Navier–Stokes equationswas proved byLeray andHopf [17,23]. It was recently shown
in [3] that weak solutions with finite kinetic energy are not unique in general. Many
recent efforts have been made in proving global well-posedness for small initial data
[10,20–22] and blowup examples for some related equations [4,11,18,24,32].

Driven by the various applications, many numerical methods have been proposed
for solving theNavier–Stokes equations, such as the finite elementmethods [15,16,26],
finite differencemethods [5], spectralmethods [14,29], theLagrange–Galerkinmethod
[2,19,25,31], and the projection method for time discretization [6,9,28]. The conver-
gence of numerical solutions to the Navier–Stokes equations in three-dimensional
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284 B. Li

domains was all proved by assuming that the equations have a sufficiently smooth
solution. A natural question is, given a bounded numerical solution, what can we say
about the smoothness of the true solution of the Navier–Stokes equations?

We answer this question partially in this paper: for any given smooth initial value,
if a numerical solution remains bounded in a certain norm for some mesh size which
is smaller than some positive constant (determined by the bound of the numerical
solution), then the Navier–Stokes equations have a unique smooth solution and, simul-
taneously, the numerical solution successfully approximates the true solution.Note that
only one numerical solution is needed to draw the conclusion, instead of a sequence of
numerical solutions with mesh size tending to zero. To illustrate the idea, we consider
the Navier-Stokes equations

∂tu + u · ∇u − μΔu + ∇ p = 0, (1)

∇ · u = 0, (2)

in a convex polyhedron Ω ⊂ R
3 with the Dirichlet boundary condition u = 0 on ∂Ω

and a given initial condition u(x, 0) = u0(x) (where μ > 0 is the viscosity constant),
and focus on a simple linearized finite element method for the discretization of the
Navier–Stokes equations. As usual, we impose the condition

∫
Ω

p(x, t) dx = 0 for
the uniqueness of pressure.

In this paper, we only provide a theoretical result and a basic framework to obtain
such results. We hope that results that are useful in practical computation can be
obtained in the future by different analysis.

2 Notations andmain results

For any nonnegative real number k, we denote by Hk the conventional Sobolev space of
functions defined on Ω , with abbreviation L2 = H0, and denote by H1

0 the subspace
of H1 consisting of functions whose traces on the boundary are zero; see [1]. We
denote by L2

0 the subspace of L
2 consisting of functions with vanishing integrals over

Ω . The following vector-valued spaces related to incompressible flow will be used in
this paper:

Lp = (L p)3 and Hk = (Hk)3,

Ḋ = {v ∈ C∞
0 (Ω)3 : ∇ · v = 0},

L̇2 = The completion of Ḋ in L2,

Ḣ1 = The completion of Ḋ in H1,

Ḣ2 = Ḣ1 ∩ H2.

For the simplicity of notation, we denote by ‖ · ‖Hk the norms of both Hk andHk , and
denote by ‖ · ‖L p the norms of both L p and Lp. We denote by Ḣ−1 the dual space of
Ḣ1 and denote the norm of Ḣ−1 by ‖ · ‖Ḣ−1 .
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Wedenote by (·, ·) the inner product of both L2 andL2, and denote by P : L2 → L̇2

the L2-orthogonal projection onto the divergence-free subspace. Let D(A) = Ḣ2 and
let A = −PΔ : D(A) → L̇2 be the operator defined by

(Av,w) = (∇v,∇w) ∀ v ∈ Ḣ2, w ∈ Ḣ1.

On a convex polyhedral domain Ω the regularity results of Stokes equations in [8]
imply that equation Av = f ∈ L̇2 has a unique solution v ∈ Ḣ2. Then, according to
[34, Theorem in §1.15.3], the domain D(A

s
2 ) coincides with the complex interpolation

space Ḣs := (L̇2, Ḣ2)[ s2 ] for s ∈ [1, 2].
Let the domainΩ be partitioned into quasi-uniform tetrahedra K j , j = 1, 2, . . . , J ,

and denote by h = max j diam(K j ) the spatial mesh size. We consider a conforming
finite element spaceXh×Vh ⊂ H1

0×L2
0 with the following approximation properties:

inf
vh∈Xh

‖v − vh‖Lq ≤ C‖v‖Hl+1hl+1+ 3
q − 3

2 ∀ v ∈ H1
0 ∩ Hl+1, (3)

for l = 0, 1 and 2 ≤ q ≤ 6,

inf
qh∈Vh

‖q − qh‖L2 ≤ C‖q‖H1h∀ q ∈ H1, (4)

satisfying the inf-sup condition

‖qh‖L2 ≤ C sup
vh ∈ Xh

vh �= 0

|(∇ · vh, qh)|
‖vh‖H1

∀ qh ∈ Vh, (5)

where C is some positive constant independent of the mesh size h. In addition, we
assume that

∇ · vh ∈ Vh for vh ∈ Xh, (6)

which guarantees that the discrete divergence-free functions are divergence-free point-
wise, a desired property in the numerical solution of the Navier–Stokes equations.
Examples of finite element spaces satisfying properties (3)–(6) include the Scott–
Vogelius finite element space [13] and the conforming divergence-free finite element
space in [12].

The inf-sup condition (5) guarantees the existence, uniqueness and stability of the
finite element solution, but it will not be used explicitly in this paper as we are not
going to present error estimates for the pressure. The additional condition (6) is not
essential but convenient for error analysis in this paper as it avoids some technical
regularity estimates for the pressure in the case of Ḣ2 initial data.

Let the time interval [0, T ] be partitioned uniformly into 0 = t0 < t1 < · · · <

tN = T , and denote τ = tm+1 − tm . For any sequence of functions g0, g1, …, gN , we
define
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Dτ g
n+1 = gn+1 − gn

τ
, n = 0, 1, . . . , N − 1.

For any given unh ∈ Xh , we look for (un+1
h , pn+1

h ) ∈ Xh × Vh as the solution of the
following linearized finite element equations

(
Dτu

n+1
h , vh

) − (
un+1
h ,unh · ∇vh

) + (
μ∇un+1

h ,∇vh
) − (

pn+1
h ,∇ · vh

) = 0, (7)
(∇ · un+1

h , qh
) = 0, ∀ vh ∈ Xh and ∀ qh ∈ Vh, (8)

where u0h is the Stokes–Ritz projection of u0 onto Xh (see Sect. 3.2 for the definition
of the Stokes–Ritz projection).

Since the discrete divergence-free subspace coincides with the divergence-free sub-
space (as a result of (6)), it follows that∇ ·unh = 0 and therefore

(
un+1
h ,unh ·∇un+1

h

) =
0. As a result, for any given mesh sizes τ > 0 and h > 0, the linearized equations
(7)–(8) have a unique finite element solution un+1

h , n = 0, 1, . . . , N−1, which satisfy
the discrete energy inequality

max
0≤n≤N−1

1

2
‖un+1

h ‖2L2 +
N−1∑

n=0

τ‖∇un+1
h ‖2L2 ≤ 1

2
‖u0h‖2L2 . (9)

For the solution unh given by (7)–(8), we define the piecewise constant numerical
solution

uh,τ (x, t) = unh(x) for t ∈ (tn−1, tn] and x ∈ Ω, (10)

and present our main result in the following theorem.

Theorem 1 For any M > 0 there exist positive constants τM and hM such that when

τ < τM and h < hM (11)

if a numerical solution uh,τ defined by (10) satisfies

‖uh,τ‖L∞(0,T ;L4) + ‖u0‖H2 + 1 ≤ M, (12)

then the Navier–Stokes equations (1)–(2) possess a unique solution with regularity

u ∈ L∞(0, T ; Ḣ2) and ∂tu ∈ L∞(0, T ; L̇2). (13)

The constants τM and hM are decreasing functions of M, independent of u, u0 and
T , but may depend on μ.

Remark 1 Theorem 1 states that, when solving the Navier–Stokes equations, we do
not need to assume existence, uniqueness or regularity of the solution. Instead, if we
have a initial data u0 and a numerical solution uh,τ , one can pick up M satisfying (12)
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and refine the mesh according to (11). If the conditions (11)–(12) are satisfied by one
numerical solution, then one can say that for the given initial value the Navier–Stokes
equations have a unique solution with regularity (13). In this paper we only prove the
existence of constants τM and hM such that (13) holds if one numerical solution with
sufficiently small mesh sizes τ < τM and h < hM satisfies condition (12). From the
expression of �(M) in the proof of Lemma 1 and the expression of τM and hM in
(58)–(59) one can see that τM , hM = exp(−Cμ−897M900) would be sufficient. This
estimate for τM and hM is not optimal and it has only theoretical value due to the
heavy dependence on μ−1 and M , especially for problems with small viscosity (large
Reynolds number) and large initial data. Nevertheless, there is possibility that more
useful estimates may be obtained by different analysis or better error estimates.

Remark 2 From the proof of the theorem in the next section, one can see that the
numerical solution successfully approximates the exact solution in the sense that

‖uh,τ − u‖2L∞(0,T ;L2)
≤ 2(τ + h3/2). (14)

Clearly, the order of this error estimate can be improved. The purpose of this paper is
to prove the existence of a smooth solution instead of optimal-order error estimates.

Remark 3 The L∞(0, T ; L4) norm used in (12) may be replaced by some other norms
stronger than the critical norm of L∞(0, T ; L3). The analysis can also be extended to
the casewhere the forcing term is not zero, provided that the forcing term is sufficiently
smooth in time. In this case, the condition

‖uh,τ‖L∞(0,T ;L4) + ‖u0‖H2 + 1 ≤ M

in Theorem 1 should be replaced by

‖uh,τ‖L∞(0,T ;L4) + ‖u0‖H2

+ ‖f‖L2(0,T ;L2) + ‖f‖L∞(0,T ;L2) + ‖∂t f‖L2(0,T ;L2) + 1 ≤ M .

The three different norms on f are all needed as we require the constants C in this
paper to be independent of T .

Remark 4 It is possible to extend Theorem 1 to other nonlinear time-evolution equa-
tions forwhich global existence, uniqueness and regularity of the solution are unknown
but local existence, uniqueness and regularity are known for smooth initial data. For
such equations, the method could be used to prove uniqueness and regularity of the
solution as well as convergence of the numerical solutions in an a posteriori way.
This can be viewed as an improvement of the traditional approach on error estimates
of numerical solutions (which is based on well-posedness assumptions that are not
proved yet).
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3 Proof of Theorem 1

It is well known that a solution with the regularity (13) is unique and smooth for
t ∈ (0, T ]. We shall prove existence of a solution with this regularity up to time T . In
the rest part of this paper, we denote by Cp1,p2,...,pm a generic positive constant which
may depend on the parameters p1, p2, . . . , pm and μ, but is independent of n, k, τ , h,
T and μ.

Recall that P : L2 → L̇2 is the L2-orthogonal projection onto the divergence-free
subspace. In particular, for any v ∈ L2 we have Pv = v − ∇q, with q ∈ H1 being
the weak solution of

{
Δq = ∇ · v in Ω,

∇q · n = v · n on ∂Ω.

The H2-regularity estimate of linear Stokes equations in [8] implies that

‖v‖H2 ≤ C‖PΔv‖L2 for v ∈ Ḣ2. (15)

The Navier–Stokes equations can be written as

∂tu + P(u · ∇u) − PΔu = 0. (16)

3.1 Local existence and estimates

In this subsection, we prove the following lemma, which is used in the next subsection
to prove Theorem 1.

Lemma 1 There exists a decreasing functionϕ : R+ → R+ andan increasing function
� : R+ → R+, with �(s) ≥ s, such that if u0 ∈ Ḣ2 and the solution of (1)–
(2) has the regularity (13) up to time T , then the solution can be extended to time
T + ϕ(‖u‖L∞(0,T ;L4) + ‖u0‖H2) with the same regularity, satisfying the following
quantitative estimate:

‖∂t tu‖L2(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );Ḣ−1)

+ ‖∂tu‖L∞(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );L2)

+ ‖∂tu‖L2(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );H1)

+ ‖u‖L2(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );H2)

+ ‖u‖L∞(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );H2)

+ ‖p‖L∞(0,T+ϕ(‖u‖L∞(0,T ;L4)
+‖u0‖H2 );H1)

≤ �(‖u‖L∞(0,T ;L4) + ‖u0‖H2),

where the functions ϕ and � do not depend on u or T .
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Remark 5 The property �(s) ≥ s is not necessarily needed. It is used only to simplify
the notation in the proof of Theorem 1.

Proof In order to prove Lemma 1, we introduce some lemmas below. 
�
Lemma 2 In a three-dimensional convex domain Ω , there exists a positive constant
C0 such that

‖v‖L p ≤ C0‖v‖H1 ∀ 1 ≤ p ≤ 6∀ v ∈ H1

‖v‖L p ≤ C0‖v‖1−θ

L2 ‖∇v‖θ
L2 with p ∈ [2, 6] and

1 − θ

2
+ θ

6
= 1

p
∀ v ∈ H1

0

‖v‖L4 ≤ C0‖v‖
1
4
L2‖∇v‖

3
4
L2 ∀ v ∈ H1

0

‖∇v‖L4 ≤ C0‖∇v‖
1
4
L2‖v‖

3
4
H2 ∀ v ∈ H2

‖v‖L∞ ≤ C0‖v‖
1
2
H1‖v‖

1
2
H2 ∀ v ∈ H2

Lemma 3 There exists an increasing function β : R+ → R+ such that if u0 ∈ Ḣ2 and
if the Navier–Stokes equations (1)–(2) has a weak solution u ∈ L∞(0, T ; Ḣ1), then
the solution has regularity (13) and satisfies the following quantitative estimate:

‖∂t tu‖L2(0,T ;Ḣ−1) + ‖∂tu‖L∞(0,T ;L2) + ‖∂tu‖L2(0,T ;H1)

+ ‖u‖L2(0,T ;H2) + ‖u‖L∞(0,T ;H2) + ‖p‖L∞(0,T ;H1)

≤ β(‖u‖L∞(0,T ;L4) + ‖u0‖H2),

where the function β does not depend on u or T .

Lemma 4 There exists a decreasing function α : R+ → R+ such that if u0 ∈ Ḣ2,
then the Navier–Stokes equations (1)–(2) have a unique strong solution with regularity
(13) up to time T = α(‖u0‖H2), satisfying the following quantitative estimate:

‖u‖L∞(0,α(‖u0‖H2 );H1) ≤ ‖u0‖H1 + 1,

where the function α does not depend on u or T .

Remark 6 The first four inequalities in Lemma 2 are consequences of the Sobolev
embedding inequality [1, p. 102, Theorem 4.31] and the Sobolev interpolation inequal-
ity [1, p. 139, Theorem5.8]. The last inequality in Lemma 2 isAgmon’s inequality. The
proof of Agmon’s inequality in a bounded smooth domain can be found in [7, Lemma
4.10]. In a general bounded Lipschitz domain, there exists a linear extension operator
E : L1(Ω) → L1(R3), e.g., Stein’s extension operator in [30, p. 181, Theorem 5],
which satisfies that

1. Ev = v a.e. in Ω .
2. Ev is supported in a ball B containing Ω (this can be ensured by multiplying the

extended functions with a common smooth cut-off function that is equal to 1 on
Ω and equal to 0 outside B).
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290 B. Li

3. For all k ≥ 0 and 1 ≤ p ≤ ∞, if v ∈ Wk,p(Ω) then ‖Ev‖Wk,p(R3) ≤
Ck,p‖v‖Wk,p(Ω).

As a result,

‖v‖L∞(Ω) ≤ ‖Ev‖L∞(B) ≤ C‖Ev‖
1
2
H1(B)

‖Ev‖
1
2
H2(B)

≤ C‖v‖
1
2
H1(Ω)

‖v‖
1
2
H2(Ω)

.

This verifies that Agmon’s inequality holds on general bounded Lipschitz domains.
Based on the proof of Lemmas 3–4 below, one can choose

α(s) = 1

[C∗
1μ

− 1
2 + C∗

1μ
− 15

2 [C0 + (C0 + 1)s]9]2

and

β(s) = C1μ
−2 + C1μ

−14s15,

where C1 and C∗
1 are some positive constants independent of u and T .

Lemma 1 assumes that the solution is a strong solution with regularity (13), i.e.,
u ∈ L∞(0, T ; Ḣ2) ∩ W 1,∞(0, T ; L̇2). For s ∈ ( 32 , 2) the following interpolation
inequality ([34, p. 59, Theorem (f)]) is known:

‖u(t) − u(t ′)‖Ḣ s ≤ C‖u(t) − u(t ′)‖1−
s
2

L̇2 ‖u(t) − u(t ′)‖
s
2

Ḣ2

≤ C |t − t ′|1− s
2 ‖u‖1−

s
2

W 1,∞(0,T ;L2)
‖u‖

s
2
L∞(0,T ;H2)

,

which implies that L∞(0, T ; Ḣ2)∩W 1,∞(0, T ; L̇2) ↪→ C([0, T ]; Ḣs) for s ∈ ( 32 , 2).
Hence, u(·, T ) ∈ Ḣs . Since Ḣs ↪→ L∞ for s ∈ ( 32 , 2), based on Taylor’s result [33,
Proposition 1.1], the solution can be furthermore extended to C([0, T + ε]; Ḣs) ↪→
L∞(0, T + ε; L̇6). This satisfies Serrin’s regularity condition (cf. [27, section 3, (15)–
(16)]) in the time interval (0, T+ε). In this case, the solution is qualitativelyC∞(ΩK ×
[ T2 , T ]) on any subset ΩK such that ΩK ⊂ Ω; cf. [27, section 3, (15)–(16)]. In
particular,

‖u(·, T )‖H2(ΩK ) ≤ C‖u‖C([ T2 ,T ];H2(ΩK ))
≤ C‖u‖L∞(0,T ;H2(Ω)),

where the right-hand side is bounded due to the assumption in Lemma 1 that the
solution has regularity (13). Since the right-hand side above is independent of the
subset ΩK , it follows that u(·, T ) ∈ Ḣ2. Then Lemma 4 implies that the solution
can be furthermore extended to time T + α(‖u(·, T )‖H2), satisfying the qualitative
regularity

u ∈ L∞(0, T + α(‖u(·, T )‖H2); Ḣ2) ∩ W 1,∞(0, T + α(‖u(·, T )‖H2); L̇2)
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and the quantitative estimate:

‖u‖L∞(0,T+α(‖u(·,T )‖H2 );H1) ≤ ‖u‖L∞(0,T ;H1) + 1.

Since α(·) is a decreasing function and ‖u(·, T )‖H2 ≤ ‖u‖L∞(0,T ;H2), it follows that
T + α(‖u‖L∞(0,T ;H2)) ≤ T + α(‖u(·, T )‖H2). Hence,

u ∈ L∞(0, T + α(‖u‖L∞(0,T ;H2)); Ḣ2)

and

‖u‖L∞(0,T+α(‖u‖L∞(0,T ;H2)
);H1) ≤ ‖u‖L∞(0,T ;H1) + 1.

By considering the solution in the time interval (0, T ) in Lemma 3, we obtain

‖u‖L∞(0,T ;H2) ≤ β(‖u‖L∞(0,T ;L4) + ‖u0‖H2).

Byconsidering the solution in the time interval (0, T+α(‖u‖L∞(0,T ;H2))) in Lemma3,
we obtain

‖∂t tu‖L2(0,T+α(‖u‖L∞(0,T ;H2)
);Ḣ−1) + ‖∂tu‖L∞(0,T+α(‖u‖L∞(0,T ;H2)

);L2)

+ ‖∂tu‖L2(0,T+α(‖u‖L∞(0,T ;H2)
);H1) + ‖u‖L2(0,T+α(‖u‖L∞(0,T ;H2)

);H2)

+ ‖u‖L∞(0,T+α(‖u‖L∞(0,T ;H2)
);H2) + ‖p‖L∞(0,T+α(‖u‖L∞(0,T ;H2)

);H1)

≤ β(‖u‖L∞(0,T+α(‖u‖L∞(0,T ;H2)
);L4) + ‖u0‖H2)

≤ β(C0‖u‖L∞(0,T+α(‖u‖L∞(0,T ;H2)
);H1) + ‖u0‖H2),

where C0 is the constant in Lemma 2. The last three estimates imply Lemma 1 with

ϕ(s) = α(β(s)) and �(s) = β(C0β(s) + C0 + s).

It remains to prove Lemmas 3 and 4.

Proof of Lemma 3 Under the conditions of Lemma 3 we have u ∈ L∞(0, T ; Ḣ1) ↪→
L∞(0, T ;L6), which satisfies Serrin’s regularity condition (cf. [27, section 3, (15)–
(16)]). In this case, the solution to the Navier–Stokes equations is qualitatively smooth
in the domain Ω × (0, T ). In the following, we present quantitative estimates for the
solution with all the positive constants independent of u and T .

First, integrating (1) against u yields the basic energy estimate

1

2
‖u‖2L∞(0,T ;L2)

+ μ‖∇u‖2L2(0,T ;L2)
≤ 1

2
‖u0‖2L2 . (17)
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Second, integrating (1) against ∂tu yields

‖∂tu‖2L2 + d

dt

(
μ

2
‖∇u‖2L2

)

≤ 1

2
‖u · ∇u‖2L2 + 1

2
‖∂tu‖2L2 ,

which can be reduced to

‖∂tu‖2L2 + d

dt

(

μ‖∇u‖2L2

)

≤ ‖u · ∇u‖2L2 .

From (16) we furthermore derive that

μ2‖PΔu‖2L2 ≤ 2‖∂tu‖2L2 + 2‖P(u · ∇u)‖2L2

≤ 4‖u · ∇u‖2L2 − d

dt

(

2μ‖∇u‖2L2

)

.

The sum of the last two estimates gives

‖∂tu‖2L2 + μ2‖PΔu‖2L2 + d

dt

(

3μ‖∇u‖2L2

)

≤ 5‖u‖2L4‖∇u‖2L4

≤ C‖u‖2L4‖∇u‖
1
2
L2‖u‖

3
2
H2

≤ Cμ− 3
2 ‖u‖2L4‖∇u‖

1
2
L2(μ

3
2 ‖PΔu‖

3
2
L2)

≤ Cμ−6‖u‖8L4‖∇u‖2L2 + μ2

2
‖PΔu‖2L2 ,

where we have used Lemma 2 in the third to last inequality and (15) in the second to
last inequality. Replacing ‖PΔu‖2

L2 by C‖u‖2
H2 on the left-hand side and integrating

the result in time, we obtain

‖∂tu‖2L2(0,T ;L2)
+ Cμ2‖u‖2L2(0,T ;H2)

+ 3μ‖∇u‖2L∞(0,T ;L2)

≤ 3μ‖∇u0‖2L2 + Cμ−6‖u‖8L∞(0,T ;L4)
‖∇u‖2L2(0,T ;L2)

≤ 3μ‖∇u0‖2L2 + Cμ−7‖u‖8L∞(0,T ;L4)
‖u0‖2L2

≤ Cμ + Cμ−7(‖u‖L∞(0,T ;L4) + ‖u0‖H2)10, (18)

where we have used (17) in obtaining the second to last inequality and again, Young’s
inequality in deriving the last inequality.

Then, differentiating (1) with respect to t , we have

∂t tu − μΔ∂tu + ∇∂t p = −∇ · (∂tu ⊗ u) − ∇ · (u ⊗ ∂tu). (19)
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Then, integrating the equation above against μ∂tu, we obtain

d

dt

(μ

2
‖∂tu‖2L2

)
+ μ2‖∇∂tu‖2L2 ≤ 2‖∂tu ⊗ u‖2L2 + μ2

2
‖∇∂tu‖2L2

and therefore

d

dt

(μ

2
‖∂tu‖2L2

)
+ μ2

2
‖∇∂tu‖2L2 ≤ 2‖∂tu ⊗ u‖2L2

≤ C‖∂tu‖2L4‖u‖2L4

≤ C‖∂tu‖
1
2
L2‖∂tu‖

3
2
L6‖u‖2L4

≤ C‖∂tu‖
1
2
L2‖∇∂tu‖

3
2
L2‖u‖2L4

≤ Cμ−6‖u‖8L4‖∂tu‖2L2 + μ2

4
‖∇∂tu‖2L2 ,

where we have used the Sobolev embeddingH1 ↪→ L6 in the second to last inequality.
After absorbing the last term of the inequality above by its left-hand side, integrating
the result in time yields

2μ‖∂tu‖2L∞(0,T ;L2)
+ μ2‖∇∂tu‖2L2(0,T ;L2)

≤ 2μ‖∂tu0‖2L2 + Cμ−6‖u‖8L∞(0,T ;L4)
‖∂tu‖2L2(0,T ;L2)

≤ 2μ‖u0 · ∇u0 − μΔu0‖2L2 (here we used∂tu0 = P[u0 · ∇u0 − μΔu0])
+ Cμ−6‖u‖8L∞(0,T ;L4)

[Cμ + Cμ−6(‖u‖L∞(0,T ;L4) + ‖u0‖H2)10]
≤ Cμ + Cμ−13(‖u‖L∞(0,T ;L4) + ‖u0‖H2)18, (20)

where we have used (18) in estimating ‖∂tu‖2
L2(0,T ;L2)

. Substituting (20) into (19) and

using the duality argument (testing the equation by a function in Ḣ1), we can obtain
that

‖∂t tu‖L2(0,T ;Ḣ−1) ≤ Cμ‖∇∂tu‖L2(0,T ;L2) + C‖∂tu ⊗ u‖L2(0,T ;L2)

≤ Cμ
1
2 + Cμ− 13

2 (‖u‖L∞(0,T ;L4) + ‖u0‖H2)9. (21)

Next, from (1) and the basic H2 estimate of Stokes equations we know that

‖u‖L∞(0,T ;H2)

≤ C‖PΔu‖L∞(0,T ;L2)

≤ Cμ−1‖∂tu‖L∞(0,T ;L2) + Cμ−1‖u · ∇u‖L∞(0,T ;L2)

≤ Cμ−1‖∂tu‖L∞(0,T ;L2) + Cμ−1‖u‖L∞(0,T ;L∞)‖∇u‖L∞(0,T ;L2)

≤ Cμ−1‖∂tu‖L∞(0,T ;L2) + Cμ−1‖u‖
1
2
L∞(0,T ;H1)

‖u‖
1
2
L∞(0,T ;H2)

‖∇u‖L∞(0,T ;L2)
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≤ Cμ−1‖∂tu‖L∞(0,T ;L2) + Cμ−2‖∇u‖3L∞(0,T ;L2)
+ 1

2
‖u‖L∞(0,T ;H2),

where we have used the last inequality of Lemma 2 (Agmon’s inequality) in deriving
the second to last inequality. The inequality above implies

‖u‖L∞(0,T ;H2) ≤ Cμ−1‖∂tu‖L∞(0,T ;L2) + Cμ−2‖∇u‖3L∞(0,T ;L2)

≤ Cμ−1 + Cμ−8(‖u‖L∞(0,T ;L4) + ‖u0‖H2)9

+ Cμ−2 + Cμ−14(‖u‖L∞(0,T ;L4) + ‖u0‖H2)15

≤ Cμ−2 + Cμ−14(‖u‖L∞(0,T ;L4) + ‖u0‖H2)15, (22)

where we have used (18) and (20) in estimating ‖∇u‖L∞(0,T ;L2) and ‖∂tu‖L∞(0,T ;L2),
respectively. With the above estimates of ‖∂tu‖L∞(0,T ;L2), ‖u · ∇u‖L∞(0,T ;L2) and
‖u‖L∞(0,T ;H2), from (1) we also derive that

‖p‖L∞(0,T ;H1) ≤ Cμ−1 + Cμ−13(‖u‖L∞(0,T ;L4) + ‖u0‖H2)15. (23)

Finally, the inequalities (18) and (20)–(23) imply Lemma 3 with

β(s) = C1μ
−2 + C1μ

−14s15 (24)

whereC1 is some positive constant independent of u and T . Without loss of generality,
we can choose the constant C1 to be bigger than 1 so that β(s) ≥ s for s ≥ 0.

Proof of Lemma 4 Let s ∈ ( 32 , 2) be a fixed number. Then Ḣ2 ↪→ Ḣs ↪→ L∞. In this
case, Taylor’s local existence result [33, Proposition 1.1] says that for a given initial
value u0 ∈ Ḣ2 ↪→ Ḣs , there exists T0 > 0 such that the Navier–Stokes equations have
a unique weak solution in C([0, T0]; Ḣs). We denote by T∗ the supremum of such T0,
namely,

u ∈ C([0, T0]; Ḣs) ∀ T0 ∈ (0, T∗) and u /∈ C([0, T∗]; Ḣs).

Ifwedenote by t∗ the supremumof time t > 0 such that theNavier–Stokes equations
with initial value u0 have a weak solution u ∈ L∞(0, t; Ḣ1) satisfying

‖u‖L∞(0,t;H1) ≤ ‖u0‖H1 + 1,

then ‖u‖L∞(0,t∗;H1) ≤ ‖u0‖H1+1 andu ∈ L∞(0, t∗; Ḣ1) is aweak solution satisfying
the conditions of Lemma 3, which implies that the regularity of the solution can be
furthermore picked up to

u ∈ L∞(0, t∗; Ḣ2) ∩ W 1,∞(0, t∗; L̇2)

↪→ C([0, t∗]; Ḣs) for s ∈ (
3

2
, 2). (25)
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This implies t∗ < T∗.
The regularity u ∈ C([0, t∗]; Ḣs) ↪→ C([0, t∗]; Ḣ1) and the definition of t∗ imply

‖u0‖H1 + 1 = ‖u‖L∞(0,t∗;H1).

By using the Newton–Leibnitz formula and the estimate of ‖∂tu‖L2(0,t∗;H1) in (20),
we derive that

‖u0‖H1 + 1 = ‖u‖L∞(0,t∗;H1)

≤ ‖u0‖H1 + ‖∂tu‖L2(0,t∗;H1)t
1/2∗

≤ ‖u0‖H1 + [C∗
1μ

− 1
2 + C∗

1μ
− 15

2 (‖u‖L∞(0,t∗;L4) + ‖u0‖H2)9]t1/2∗
≤ ‖u0‖H1 + [C∗

1μ
− 1

2 + C∗
1μ

− 15
2 (C0‖u‖L∞(0,t∗;H1) + ‖u0‖H2)9]t1/2∗ ,

which implies

t∗ ≥ 1

[C∗
1μ

− 1
2 + C∗

1μ
− 15

2 (C0 + C0‖u0‖H1 + ‖u0‖H2)9]2

≥ 1

[C∗
1μ

− 1
2 + C∗

1μ
− 15

2 [C0 + (C0 + 1)‖u0‖H2 ]9]2
.

In view of (25) and the above lower bound of t∗, Lemma 4 holds with

α(s) = 1

[C∗
1μ

− 1
2 + C∗

1μ
− 15

2 [C0 + (C0 + 1)s]9]2
.


�

3.2 Existence and estimates based on a numerical solution

We introduce the Stokes–Ritz projection operator (Rh, Ph) : H1
0 × L2 → Xh × Vh by

(∇(w − Rh(w, p)),∇vh
) − (

p − Ph(w, p),∇ · vh
) = 0, ∀ vh ∈ Xh,

(∇ · Rh(w, p), qh
) = 0, ∀ qh ∈ Vh,

(26)

and impose the condition
∫
Ω

(p− Ph(w, p)) dx = 0 for uniqueness. This Stokes–Ritz
projection has the following approximation property:

h
3
2− 3

q ‖w − Rh(w, p)‖Lq + h‖w − Rh(w, p)‖H1 + h‖p − Ph(w, p)‖L2

≤ Chl+1(‖w‖Hl+1 + ‖p‖Hl ), l = 0, 1, 2 ≤ q ≤ 6, ∀ (w, p) ∈ Ḣ2 × H1,

(27)
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see [35] for the proof of the case q = 2; the case 2 < q ≤ 6 can be obtained by using
the inverse inequality and the Bramble–Hilbert lemma.

Let X̊h be the divergence-free subspace of Xh , which coincides with the discrete
divergence-free subspace of Xh under condition (6). Then the Ritz projection defined
in (26) satisfies that Rh(w, p) ∈ X̊h and Ph(w, p) ∈ Vh , and

(∇(w − Rh(w, p)),∇vh
) = 0, ∀ vh ∈ X̊h,

(
p − Ph(w, p),∇ · vh

) = (∇(w − Rh(w, p)),∇vh
)
, ∀ vh ∈ Xh,

(28)

Therefore, the operators Rh and Ph are decoupled. In this case, Rh(w, p) is indepen-
dent of p and therefore error estimate (27) can be changed to

h
3
2− 3

q ‖w − Rh(w, p)‖Lq + h‖w − Rh(w, p)‖H1

≤ Chl+1‖w‖Hl+1 , l = 0, 1, 2 ≤ q ≤ 6, ∀ (w, p) ∈ Ḣ2 × H1. (29)

For the simplicity of notation, we denote Rhu = Rh(u, p) (as it is independent of
p) and

(u∗,h, p∗,h) = (Rhu, Ph(u, p)) (30)

in the rest of this paper. The error bound in (28) implies that

h
3
2− 3

q ‖u − u∗,h‖Lq + h‖u − u∗,h‖H1 ≤ Chl+1‖u‖Hl+1 , l = 0, 1, 2 ≤ q ≤ 6.
(31)

This approximation property, together with the inverse inequality

‖vh‖W 1,q2 ≤ Ch
3
q2

− 3
q1

+l−1‖vh‖Wl,q1 , ∀ vh ∈ Xh, 1 ≤ q1 ≤ q2 ≤ ∞, l = 0, 1,
(32)

will be used in the following analysis. We also need the following version of discrete
Gronwall’s inequality (cf. [16]).

Lemma 5 Let τ , B and am, bm, cm, γm, for integers k ≥ 0, be nonnegative numbers
such that

an+1 + τ

n∑

m=0

bm+1 ≤ τ

n∑

m=0

γmam + τ

n∑

m=0

cm+1 + B , for n ≥ 0 .

Then

an+1 + τ

n∑

m=0

bm+1 ≤ exp

( n∑

m=0

τγm

)(

τ

n∑

m=0

cm+1 + B

)

, for n ≥ 0 .
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To prove existence of a strong solution up to time T , we usemathematical induction
on k by assuming that

problem (1) − (2) with initial value u0 has a unique strong solution

u ∈ L∞(0, tk; Ḣ2) ∩ W 1,∞(0, tk; L̇2) satisfying‖uh,τ − u‖L∞(0,tk ;L4) ≤ 1.
(33)

In the following, we prove that if (33) holds for some nonnegative integer 0 ≤ k ≤
N − 1, then it also holds when tk is replaced by tk+1.

To simplify the notation, we denote

M = ‖uh,τ‖L∞(0,T ;L4) + 1 + ‖u0‖H2 .

Since M ≥ 1 and the function � in Lemma 1 satisfies �(M) ≥ M , it follows that

�(M) ≥ 1.

Sinceu0h is the Stokes–Ritz projection ofu
0,we have ‖u0h−u0‖L4 ≤ C2‖u0‖H2h5/4

for some positive constant C2. Thus our assumption holds for k = 0 when

h < (C2M)−4/5 ≤ (C2‖u0‖H2)−4/5. (34)

The induction assumption (33) implies ‖u‖L∞(0,tk ;L4) ≤ ‖uh,τ‖L∞(0,tk ;L4) + 1 and
therefore,

‖u‖L∞(0,tk ;L4) + ‖u0‖H2 ≤ M .

When the stepsize τ satisfies

τ < ϕ(M), (35)

the induction assumption (33) and Lemma 1 together imply that the strong solution
u ∈ L∞(0, tk; Ḣ2) ∩ W 1,∞(0, tk; L̇2) can be extended to time tk + τ = tk+1, i.e.,

problem(1) − (2)with initial valueu0 has a unique strong solution

u ∈ L∞(0, tk+1; Ḣ2) ∩ W 1,∞(0, tk+1; L̇2),
(36)

satisfying the following quantitative estimate:

‖∂t tu‖L2(0,tk+1;Ḣ−1) + ‖∂tu‖L∞(0,tk+1;L2) + ‖∂tu‖L2(0,tk+1;H1)

+ ‖u‖L2(0,tk+1;H2) + ‖u‖L∞(0,tk+1;H2) + ‖p‖L∞(0,tk+1;H1)

≤ �(‖u‖L∞(0,tk ;L4) + ‖u0‖H2)

≤ �(M). (37)
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Under this regularity, the solution u satisfies the variational equations

(
Dτun+1, vh

) − (
un+1,un · ∇vh

)

+μ
(∇un+1,∇vh

) − (
pn+1,∇ · vh

) = (
En+1, vh

) + (
Fn+1,∇vh

)
, (38)

(∇ · un+1, qh
) = 0, (39)

for n = 0, 1, . . . , k, where

En+1 = Dτun+1 − ∂tun+1, (40)

Fn+1 = un+1 ⊗ (un+1 − un), (41)

are the truncation errors of temporal discretization, satisfying

k∑

n=0

τ‖En+1‖2
Ḣ−1 +

k∑

n=0

τ‖Fn+1‖2L2

≤ C‖Dτun+1 − ∂tun+1‖2
L2(0,tk+1;Ḣ−1)

+ C‖(un − un+1) ⊗ un+1‖2L2(0,tk+1;L2)

≤ Cτ 2‖∂t tu‖2
L2(0,tk+1;Ḣ−1)

+ Cτ 2‖∂tu‖2L2(0,tk+1;L4)
‖u‖2L∞(0,tk+1;L4)

≤ C(�(M)2 + �(M)4)τ 2

≤ C�(M)4τ 2. (42)

where the last inequality uses the property �(M) ≥ 1 (to simplify the expression).
Let en+1

h := un+1
h −un+1

∗,h and ηn+1
h := pn+1

h − pn+1
∗,h , where un+1

∗,h and pn+1
∗,h are the

Stokes–Ritz projection defined in (30). The difference between (7)–(8) and (38)–(39)
gives the following two error equations:

(
Dτ e

n+1
h , vh

) − (
en+1
h ,unh · ∇vh

) + μ
(∇en+1

h ,∇vh
) − (

ηn+1
h ,∇ · vh

)

= −(
En+1, vh

) − (
Fn+1,∇vh

)

+(
Dτun+1 − Dτu

n+1
∗,h ), vh

)

−(
un+1 − un+1

∗,h ,unh · ∇vh
)

+(
un+1, enh · ∇vh

)

+(
un+1, (un∗,h − un) · ∇vh

)

=:
5∑

j=1

I j (vh) ∀ vh ∈ Xh, (43)

(∇ · en+1
h , qh

) = 0 ∀ qh ∈ Vh . (44)
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Substituting vh = en+1
h into (43) and using (44) with qh = ηn+1

h , we obtain

Dτ

(
1

2
‖en+1

h ‖2L2

)

+ μ‖∇en+1
h ‖2L2 =

5∑

j=1

I j (e
n+1
h ), (45)

where

I1(e
n+1
h ) = −(

En+1, en+1
h

) − (
Fn+1,∇en+1

h

)

≤ C
(‖En+1‖Ḣ−1 + ‖Fn+1‖L2

)‖∇en+1
h ‖L2

≤ Cμ−1(‖En+1‖2
Ḣ−1 + ‖Fn+1‖2L2) + μ

16
‖∇en+1

h ‖2L2 ,

I2(e
n+1
h ) = (

Dτun+1 − RhDτun+1), en+1
h

)

≤ Ch‖Dτun+1‖H1‖en+1
h ‖L2

≤ Ch‖Dτun+1‖H1‖∇en+1
h ‖L2

≤ Cμ−1h2‖Dτun+1‖2H1 + μ

16
‖∇en+1

h ‖2L2 ,

I3(e
n+1
h ) = −(

un+1 − un+1
∗,h ,unh · ∇en+1

h

)

≤ ‖un+1 − un+1
∗,h ‖L6‖unh‖L3‖∇en+1

h ‖L2

≤ C‖un+1 − un+1
∗,h ‖H1‖unh‖L3‖∇en+1

h ‖L2

≤ Ch‖un+1‖H2‖unh‖L3‖∇en+1
h ‖L2

≤ Cμ−1h2‖un+1‖2H2‖unh‖2L3 + μ

16
‖∇en+1

h ‖2L2

≤ Cμ−1h2‖un+1‖2H2‖∇unh‖2L2 + μ

16
‖∇en+1

h ‖2L2 ,

I4(e
n+1
h ) = (

un+1, enh · ∇en+1
h

)

≤ ‖un+1‖L6‖enh‖L3‖∇en+1
h ‖L2

≤ C‖∇un+1‖L2‖enh‖
1
2
L2‖enh‖

1
2
L6‖∇en+1

h ‖L2

≤ C‖∇un+1‖L2‖enh‖
1
2
L2‖∇enh‖

1
2
L2‖∇en+1

h ‖L2

≤ Cμ−1‖∇un+1‖4L2‖enh‖2L2 + μ

16
‖∇enh‖2L2 + μ

16
‖∇en+1

h ‖2L2 ,

I5(e
n+1
h ) = (

un+1, (un∗,h − un) · ∇en+1
h

)

≤ ‖un+1‖L6‖un∗,h − un‖L3‖∇en+1
h ‖L2

≤ C‖∇un+1‖L2‖un∗,h − un‖H1‖∇en+1
h ‖L2

≤ C‖∇un+1‖L2h‖un‖H2‖∇en+1
h ‖L2

≤ Cμ−1h2‖∇un+1‖2L2‖un‖2H2 + μ

16
‖∇en+1

h ‖2L2 .
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Substituting the estimates of I j (e
n+1
h ), j = 1, . . . , 5, into (45), we obtain

Dτ

(
1

2
‖en+1

h ‖2L2

)

+ μ‖∇en+1
h ‖2L2

≤ C2μ
−1(‖En+1‖2

Ḣ−1 + ‖Fn+1‖2L2)

+ C2μ
−1h2(‖Dτun+1‖2H1 + ‖un+1‖2H2‖∇unh‖2L2 + ‖un+1‖2H2‖∇un+1‖2L2)

+ C2μ
−1‖∇un+1‖4L2‖enh‖2L2 + 5μ

16
‖∇en+1

h ‖2L2 + μ

16
‖∇enh‖2L2 . (46)

By using (37) and (42), we have

k∑

n=0

τ‖Dτun+1‖2H1 ≤ C‖∂tu‖2L2(0,tk+1;H1)
≤ C�(M)2,

k∑

n=0

τ(‖En+1‖2
Ḣ−1 + ‖Fn+1‖2L2) ≤ C�(M)4τ 2,

k∑

n=0

τ(‖un+1‖2H2‖∇unh‖2L2 + ‖un+1‖2H2‖∇un+1‖2L2)

≤
[ k∑

n=0

τ(‖∇unh‖2L2 + ‖∇un+1‖2L2)

]

‖u‖2L∞(0,tk+1;H2)

≤
[

C‖u0h‖2L2 + C
k∑

n=0

τ‖∇un+1‖2L2

]

�(M)2(here (9) is used)

≤
[

C‖u0‖2H2 + C‖∇u‖2L2(0,tk+1;L2)
+ Cτ 2‖∂t∇u‖2L2(0,tk+1;L2)

]

�(M)2

≤ C�(M)4,

where we have used the expression

∇un+1 = 1

τ

∫ tn+1

tn
∇u(t) dt + 1

τ

∫ tn+1

tn
(s − tn)∂t∇u(s) ds

in estimating
∑k

n=0 τ‖∇un+1‖2
L2 . By using the last three estimates and summing up

(46) for n = 0, 1, . . . ,m (with 0 ≤ m ≤ k), we obtain

1

2
‖em+1

h ‖2L2 + μ

2

m∑

n=0

τ‖∇en+1
h ‖2L2

≤ 1

2
‖e0h‖2L2 + τμ

16
‖∇e0h‖2L2 + Cμ−1�(M)4(τ 2 + h2)
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+ Cμ−1
m∑

n=0

τ‖∇un+1‖4L2‖enh‖2L2 . (47)

Since u0h is the Stokes–Ritz projection of u
0, it follows that the initial error satisfies

‖e0h‖L2 + τμ‖∇e0h‖L2 ≤ C‖u0‖H2h + C‖u0‖H2τ ≤ C�(M)(τ + h)

≤ C�(M)2(τ + h),

where we have used �(M) ≥ 1 in the last inequality. Furthermore, (37) implies

‖∇un+1‖2L2 ≤ ‖u‖2L∞(0,tk+1;H1)
≤ �(M)2 for 0 ≤ n ≤ k.

By using the last two estimates, (47) can be reduced to

1

2
‖em+1

h ‖2L2 + μ

2

m∑

n=0

τ‖∇en+1
h ‖2L2

≤ Cμ−1�(M)4(τ 2 + h2) + C3μ
−1�(M)2

m∑

n=0

τ‖∇un+1‖2L2‖enh‖2L2 . (48)

Then, using the expression ∇un+1 = 1
τ

∫ tn+1
tn

∇u(t) dt + 1
τ

∫ tn+1
tn

(s − tn)∂t∇u(s) ds,
we have

k∑

n=0

τ‖∇un+1‖2L2 ≤ 2‖∇u‖2L2(0,tk+1;L4)
+ 2τ 2‖∂t∇u‖2L2(0,tk+1;L4)

≤ C‖∇u‖2L2(0,tk+1;H1)
+ Cτ 2‖∂t∇u‖2L2(0,tk+1;H1)

≤ C�(M)2, (49)

where the last inequality is again due to (37). Applying Gronwall’s inequality to (48)
and using the inequality above, we obtain

max
0≤n≤k

‖en+1
h ‖2L2 ≤ exp

(

Cμ−1�(M)2
k∑

n=0

τ‖∇un+1‖2L2

)

Cμ−1�(M)4(τ 2 + h2)

≤ exp(Cμ−1�(M)4)Cμ−1�(M)4(τ 2 + h2)

≤ exp(C4μ
−1�(M)4)(τ 2 + h2). (50)

Then, substituting the estimate above into (48), we obtain the following error estimate:

max
0≤n≤k

‖en+1
h ‖2L2 +

k∑

n=0

τ‖∇en+1
h ‖2L2 ≤ exp(C5μ

−1�(M)4)(τ 2 + h2). (51)
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By using the inverse inequality ‖en+1
h ‖L4 ≤ Ch−3/4‖en+1

h ‖L2 and the Sobolev
embedding inequality ‖en+1

h ‖L4 ≤ C‖∇en+1
h ‖L2 , we have

‖en+1
h ‖L4 ≤ min(Ch−3/4‖en+1

h ‖L2 ,C‖∇en+1
h ‖L2).

Let eh,τ (x, t) = enh(x) for t ∈ (tn−1, tn], as defined in (10). Then, by using the
inequality above, from (51) we derive that

max
0≤n≤k

‖un+1
h − un+1

∗,h ‖2L4

= max
0≤n≤k

‖en+1
h ‖2L4

≤ min(C6h
−3/2 max

0≤n≤k
‖en+1

h ‖2L2 ,C6 max
0≤n≤k

‖∇en+1
h ‖2L2)

≤ C6 min(h−3/2, τ−1)

(

max
0≤n≤k

‖en+1
h ‖2L2 +

k∑

n=0

τ‖∇en+1
h ‖2L2

)

≤ C6 exp(C5μ
−1�(M)4)(τ + h1/2). (52)

For any t ∈ (tn, tn+1] and n = 0, . . . , k, we have

max
t∈(tn ,tn+1]

‖un+1
∗,h − u(·, t)‖2L4

≤ 2‖un+1
∗,h − un+1‖2L4 + max

t∈(tn ,tn+1]
2‖un+1 − u(·, t)‖2L4

≤ 2‖un+1
∗,h − un+1‖2H1 + max

t∈(tn ,tn+1]
2‖un+1 − u(·, t)‖2L4

≤ C‖un+1‖2H2h
2 + 2τ 2‖∂tu‖2L∞(tn ,tn+1;L4)

≤ C‖u‖2L∞(0,tk+1;H2)
h2 + Cτ 2‖∂tu‖2L∞(0,tk+1;H1)

≤ C�(M)2(τ 2 + h2)

≤ Cμ−1�(M)4(τ 2 + h2)

≤ exp(C7μ
−1�(M)4)(τ 2 + h2). (53)

Combining the two estimates above and using the triangle inequality, we obtain

‖uh,τ − u‖2L∞(0,tk+1;L4)
≤ exp(C8μ

−1�(M)4)(τ + h1/2) (54)

for some positive constant C8. When

τ + h1/2 ≤ exp(−C8μ
−1�(M)4), (55)

we have

‖uh,τ − u‖L∞(0,tk+1;L4) ≤ 1. (56)

123



A bounded numerical solution with a small mesh size implies… 303

Since the right-hand side of (55) is independent of k (depending only on M), the exis-
tence of strong solution in (36) and estimate (56) together complete the mathematical
induction on (33).

Overall, if the mesh conditions (34)–(35) and (55) are satisfied, then by mathemat-
ical induction on k in (33) for k = 1, . . . , N , we have proved the existence of a unique
strong solution u ∈ L∞(0, T ; Ḣ2) ∩ W 1,∞(0, T ; L̇2), satisfying

‖u‖L∞(0,T ;L4) ≤ ‖uh,τ‖L∞(0,T ;L4) + 1. (57)

Therefore, Theorem 1 is proved with

τM = min

(

ϕ(M),
1

2
exp(−C8μ

−1�(M)4)

)

(58)

and

hM = min

(
1

(C2M)
4
5

,
1

2
exp(−C8μ

−1�(M)4)

)

. (59)

Remark 7 Clearly, we can choose C8 ≥ C5 in the analysis above. In this case, (51)
and (55) imply an error estimate:

‖uh,τ − u‖2L∞(0,T ;L2)
≤ 2(τ + h3/2). (60)
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