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#### Abstract

The numerical approximation of nonsmooth solutions of the semilinear KleinGordon equation in the $d$-dimensional space, with $d=1,2,3$, is studied based on the discovery of a new cancellation structure in the equation. This cancellation structure allows us to construct a low-regularity correction of the Lie splitting method (i.e., exponential Euler method), which can significantly improve the accuracy of the numerical solutions under low-regularity conditions compared with other second-order methods. In particular, the proposed time-stepping method can have second-order convergence in the energy space under the regularity condition $\left(u, \partial_{t} u\right) \in L^{\infty}\left(0, T ; H^{1+\frac{d}{4}} \times H^{\frac{d}{4}}\right)$. In one dimension, the proposed method is shown to have almost $\frac{4}{3}$-order convergence in $L^{\infty}\left(0, T ; H^{1} \times L^{2}\right)$ for solutions in the same space, i.e. no additional regularity in the solution is required. Rigorous error estimates are presented for a fully discrete spectral method with the proposed low-regularity time-stepping scheme. The numerical experiments show that the proposed time-stepping method is much more accurate than previously proposed methods for approximating the time dynamics of nonsmooth solutions of the semilinear Klein-Gordon equation.


## 1. Introduction

We consider the following initial-boundary value problem of the semilinear Klein-Gordon equation:

$$
\begin{cases}\partial_{t t} u-\Delta u=f(u) & \text { in } \Omega \times(0, T],  \tag{1.1}\\ u=0 & \text { on } \partial \Omega \times(0, T], \\ \left.u\right|_{t=0}=u^{0} \text { and }\left.\partial_{t} u\right|_{t=0}=v^{0} & \text { in } \Omega,\end{cases}
$$

in a rectangular domain $\Omega \subset \mathbb{R}^{d}$ under the homogeneous Dirichlet boundary condition, where $f: \mathbb{R} \rightarrow \mathbb{R}$ is a given nonlinear function. For example, $\sqrt{1.1}$ ) is often referred to as the sineGordon equation in the case $f(u)=\sin (u)$, which arises in many physical applications, such as magnetic-flux propagation in Josephson junctions, bloch-wall dynamics in magnetic crystals, propagation of dislocation in solid and liquid crystals, propagation of ultra-short optical pulses in two-level media; see [3].

The numerical approximation of semilinear Klein-Gordon equations in the form of 1.1 ) has been extensively studied in computational mathematics. A large variety of numerical schemes for approximating the time dynamics of the semilinear Klein-Gordon equation has been proposed and analyzed, including trigonometric/exponential integrators that are based on the variation-of-constants formula (for example, see [5, 11, 14, 18, 33]), splitting methods (for example, see [1,2,5,10,13,28|), symplectic methods [7,8,15], and finite difference methods

[^0](such as the Crank-Nicolson, Runge-Kutta and Newmark methods, see $66,17,20,22,24,27$, 30, 32]).

The analyses in these articles (for example in $[5,11,18,33]$ ) have shown that for initial data $\left(u^{0}, v^{0}\right)$ in the physically natural energy space $H^{1}(\Omega) \times L^{2}(\Omega)$, so that the solution $\left(u, \partial_{t} u\right)$ is bounded in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ uniformly for $t \in[0, T]$, the classical time-stepping methods such as splitting methods, trigonometric integrators, and averaged exponential integrators, can approximate the solution $\left(u, \partial_{t} u\right)$ with second-order convergence in the weaker space $L^{2}(\Omega) \times H^{-1}(\Omega)$, but only with first-order convergence in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ itself. Moreover, the second-order approximation to $\left(u, \partial_{t} u\right)$ in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ generally requires the initial data to be in the stronger space $H^{2}(\Omega) \times H^{1}(\Omega)$. Since every two temporal derivatives in the solution of the wave equation can be converted to two spatial derivatives in the solution, the finite difference time-stepping methods generally require more regularity of the solution according to the analyses in the literature.

The only method which breaks this order barrier is the low-regularity integrator proposed in 29], which can have second-order convergence in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ under the weaker regularity condition $\left(u^{0}, v^{0}\right) \in H^{\frac{7}{4}}(\Omega) \times H^{\frac{3}{4}}(\Omega)$; see 29, Corollary 5.7]. This low-regularity integrator is based on the reformulation of 1.1 into the first-order equation

$$
\begin{equation*}
i \partial_{t} w=-(-\Delta)^{\frac{1}{2}} w+(-\Delta)^{-\frac{1}{2}} f\left(\frac{w+\bar{w}}{2}\right) \tag{1.2}
\end{equation*}
$$

through the transformation $w=u-i(-\Delta)^{-\frac{1}{2}} \partial_{t} u$, which is then discretized by the lowregularity integrators proposed in $[29$ for first-order semilinear evolution equations. Such low-regularity types of numerical schemes have recently gained a lot of attention in particular in the context of the nonlinear Schrödinger equation (see, e.g., $4,25,26,29]$ ), KdV equation (see, e.g., 19,3537 ), and the Navier-Stokes equations 21]. Second-order approximations to the solutions of these equations in the $H^{s}$ norm generally require the solutions to be bounded in $H^{s}(\Omega)$ for $s>d / 2+1$.

In this article, we construct a new time-stepping method for the semilinear Klein-Gordon equation based on the discovery of a new cancellation structure in the equation, which allows us to find a low-regularity correction of the Lie splitting method, i.e.,

$$
\begin{equation*}
\binom{u^{n+1}}{v^{n+1}}=\underbrace{e^{\tau L}\binom{u^{n}}{v^{n}}+\tau e^{\tau L}\binom{0}{f\left(u^{n}\right)}}_{\text {Lie splitting }}+\underbrace{\tau^{2} e^{\tau L} \varphi_{2}(-2 \tau L)\binom{-f\left(u^{n}\right)}{f^{\prime}\left(u^{n}\right) v^{n}}}_{\text {low-regularity correction }} \tag{1.3}
\end{equation*}
$$

where $\left(u^{n}, v^{n}\right)^{\top}$ is an approximation to $\left(u\left(t_{n}\right), \partial_{t} u\left(t_{n}\right)\right)^{\top}$, and $L$ is a linear anti-symmetric partial differential operator defined by

$$
L=\left(\begin{array}{ll}
0 & 1  \tag{1.4}\\
\Delta & 0
\end{array}\right):\left[H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right] \times H^{1}(\Omega) \rightarrow H_{0}^{1}(\Omega) \times L^{2}(\Omega)
$$

The last term in (1.3), which contains the operator $\varphi_{2}(-2 \tau L):=(2 \tau L)^{-2}\left(e^{-2 \tau L}+2 \tau L-I\right)$, is a low-regularity correction term for the Lie splitting, i.e. it improves the Lie splitting method to second order under low-regularity conditions, without requiring second-order partial derivatives of the solution. Theoretically, we prove that the new time-stepping method can achieve second-order convergence in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ under the regularity condition $\left(u^{0}, v^{0}\right) \in H^{1+\frac{d}{4}}(\Omega) \times H^{\frac{d}{4}}(\Omega)$ for spatial dimension $d=1,2$, 3 ; see Theorem 3.1. In the one-dimension case, the proposed method is shown to have a convergence order arbitrarily close to $\frac{4}{3}$ in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$ for solutions in the same space, i.e.
no additional regularity in the solution is required. The numerical experiments in this article show that the proposed method is practically higher-order than the previously proposed methods for approximating nonsmooth solutions in the energy space $H^{1}(\Omega) \times L^{2}(\Omega)$.

The following convergence results are proved in this article.
Theorem 1.1. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a given nonlinear function satisfying the following Lipschitz continuity condition (for some constants $C_{1}$ ):

$$
\begin{equation*}
\left|f^{\prime}(s)\right| \leq C_{1} \quad \text { and } \quad\left|f^{\prime \prime}(s)\right| \leq C_{1} \quad \text { for } s \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

Then, for $d=1,2,3$ and $\left(u^{0}, v^{0}\right) \in\left[H^{1+\frac{d}{4}}(\Omega) \cap H_{0}^{1}(\Omega)\right] \times H^{\frac{d}{4}}(\Omega)$, the numerical solution given by (1.3) has the following error bound:

$$
\begin{equation*}
\max _{0 \leq n \leq T / \tau}\left(\left\|u^{n}-u\left(t_{n}\right)\right\|_{H^{1}(\Omega)}+\left\|v^{n}-\partial_{t} u\left(t_{n}\right)\right\|_{L^{2}(\Omega)}\right) \leq C_{2} \tau^{2} \tag{1.6}
\end{equation*}
$$

where $C_{2}$ is some positive constant independent of the stepsize $\tau$ (but may depend on $T$ ).
Moreover, for $d=1$ and $\left(u^{0}, v^{0}\right) \in H_{0}^{1}(\Omega) \times L^{2}(\Omega)$, the numerical solution given by (1.3) has the following error bound:

$$
\begin{equation*}
\max _{0 \leq n \leq T / \tau}\left(\left\|u^{n}-u\left(t_{n}\right)\right\|_{H^{1}(\Omega)}+\left\|v^{n}-\partial_{t} u\left(t_{n}\right)\right\|_{L^{2}(\Omega)}\right) \leq C_{3} \tau^{\frac{4}{3}-\epsilon}, \tag{1.7}
\end{equation*}
$$

where $\epsilon \in(0,1)$ is an arbitrary fixed small constant, and $C_{3}$ is some positive constant independent of the stepsize $\tau$ (but may depend on $T$ ).
Remark 1.2. The order of convergence in (1.7) is higher than 1 without requiring additional regularity in the solution. The error estimate in (1.5) shows that second-order convergence is achieved with a regularity condition weaker than $H^{2}(\Omega) \times H^{1}(\Omega)$. These results not only have theoretical value but also affect the accuracy in the practical computation, as reflected in the numerical experiments in Section 4 , i.e., the proposed time-stepping method is much more accurate (with higher-order convergence) than the other methods for approximating nonsmooth solutions of the semilinear Klein-Gordon equation.
Remark 1.3. The consistency errors of the numerical method actually only contain firstorder partial derivatives of the solution, instead of $1+\frac{d}{4}$ order partial derivatives. The regularity condition $H^{1+\frac{d}{4}}(\Omega) \times H^{\frac{d}{4}}(\Omega)$ arises from the use of Sobolev embedding $H^{1+\frac{d}{4}}(\Omega) \hookrightarrow$ $W^{1,4}(\Omega)$ in the error estimation. In the one-dimensional numerical experiments (see Figure 1 in Section (4), we observe second-order convergence of the method for $H^{1}(\Omega) \times L^{2}(\Omega)$ initial data.

Remark 1.4. The Lipschitz continuity condition in (1.5) can be removed in the case $d=1$, as the $L^{\infty}$ bound of the numerical solution $u^{n}$ can be proved by using its convergence in $H^{1}$. For $d=2,3$ this Lipschitz continuity condition is needed for a general nonlinear function $f(u)$, but is still possible to be removed for some special nonlinear functions such as $f(u)=u^{3}$. Since such analysis requires different treatments for different nonlinearities and $d=1,2,3$ (see 34] for the excellent treatment of the case $f(u)=u^{3}$ in one dimension), we focus on the construction of the low-regularity integrator in the general case $d=1,2,3$ with a general nonlinear function under the Lipschitz continuity condition.

The rest of this article is devoted to the construction of the method and the proof of the theorem. In Section 2 we construct the second-order low-regularity integrator by analyzing the consistency errors in approximating the semilinear Klein-Gordon equation. In Section 3 we present error estimates for a fully discrete spectral method with the time-stepping scheme
in (1.3) (see Theorem 3.1 and Remark 3.3 ), which imply Theorem 1.1 by passing to the limit $N \rightarrow \infty$, where $N^{d}$ denotes the degrees of freedom in the spatial discretization. The numerical experiments are presented in Section 4 to show the favorable error behaviour of the new scheme for both nonsmooth and smooth initial data.

## 2. Construction of the low-regularity integrators

We rewrite the semilinear Klein-Gordon equation into the following first-order system, i.e.,

$$
\begin{cases}\partial_{t} U-L U=F(U) & \text { in } \Omega \times(0, T]  \tag{2.1}\\ U\left(t_{n}\right)=U^{0} & \text { in } \Omega\end{cases}
$$

where

$$
\begin{equation*}
U=\binom{u}{\partial_{t} u}, \quad U^{0}=\binom{u^{0}}{v^{0}} \quad \text { and } \quad F(U)=\binom{0}{f(u)} \tag{2.2}
\end{equation*}
$$

and $L$ is defined in 1.4 . Under the Lipschitz continuity condition $(1.5)$, it is well known that problem (2.1) has a unique energy solution $U \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega) \times L^{2}(\Omega)\right)$ satisfying the following variation-of-constants formula:

$$
\begin{equation*}
U(t+s)=e^{s L} U(t)+\int_{0}^{s} e^{(s-\sigma) L} F(U(t+\sigma)) \mathrm{d} \sigma \quad \text { for } t, s \geq 0 \tag{2.3}
\end{equation*}
$$

where $e^{t L}$ is the continuous semigroup on $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ generated by the anti-symmetric partial differential operator $L$.

For the simplicity of notation, we denote by $A \lesssim B$ the statement " $A \leq C B$ for some constant $C$ which is independent of the stepsize $\tau$ (or the degrees of freedom $N$ in the case there is spatial discretization)".

For the error analysis we define the energy norm $|W|_{1}=\left(\left\|\nabla w_{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|w_{2}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}$ and the following non-energy norms:

$$
\begin{aligned}
\|W\|_{0} & =\left(\left\|w_{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|w_{2}\right\|_{H^{-1}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
\|W\|_{1} & =\left(\left\|w_{1}\right\|_{H^{1}(\Omega)}^{2}+\left\|w_{2}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
\|W\|_{2} & =\left(\left\|w_{1}\right\|_{H^{2}(\Omega)}^{2}+\left\|w_{2}\right\|_{H^{1}(\Omega)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

It is known that the semigroup $e^{t L}$ satisfies the energy conservation $\left|e^{t L} W\right|_{1}=|W|_{1}$ for $W \in H_{0}^{1}(\Omega) \times L^{2}(\Omega)$, and the following estimates:

$$
\begin{align*}
\left\|e^{t L} W\right\|_{0} \lesssim\|W\|_{0} & \forall W \in L^{2}(\Omega) \times H^{-1}(\Omega) \\
\left\|e^{t L} W\right\|_{1} \lesssim\|W\|_{1} & \forall W \in H_{0}^{1}(\Omega) \times L^{2}(\Omega)  \tag{2.4}\\
\left\|e^{t L} W\right\|_{2} \lesssim\|W\|_{2} & \forall W \in\left[H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right] \times L^{2}(\Omega)
\end{align*}
$$

Moreover, the nonlinear function $F(U)$ defined in 2.2 satisfies the following estimate:

$$
\begin{equation*}
\|F(U)\|_{1} \lesssim\|f(u)\|_{L^{2}} \lesssim\|U\|_{0} \tag{2.5}
\end{equation*}
$$

In the following two subsections, we study the consistency errors in approximating formula (2.3). We begin with a first-order approximation in the next subsection, which provides insights for us for the construction of the second-order low-regularity integrator.

### 2.1. First-order approximation

Let $t_{n}=n \tau, n=0,1, \ldots,[T / \tau]$, be a sequence of discrete time levels with stepsize $\tau$, and consider the variation-of-constant formula:

$$
\begin{equation*}
U\left(t_{n}+s\right)=e^{s L} U\left(t_{n}\right)+\int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma \quad \text { for } s \in[0, \tau] \tag{2.6}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
U\left(t_{n+1}\right)=e^{\tau L} U\left(t_{n}\right)+\int_{0}^{\tau} e^{(\tau-s) L} F\left(U\left(t_{n}+s\right)\right) \mathrm{d} s \tag{2.7}
\end{equation*}
$$

Substituting (2.6) into the right-hand side of (2.7) yields

$$
\begin{equation*}
U\left(t_{n+1}\right)=e^{\tau L} U\left(t_{n}\right)+\int_{0}^{\tau} e^{(\tau-s) L} F\left(e^{s L} U\left(t_{n}\right)\right) \mathrm{d} s+R_{1}\left(t_{n}\right) \tag{2.8}
\end{equation*}
$$

where the remainder $R_{1}\left(t_{n}\right)$ is given by

$$
\begin{equation*}
R_{1}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-s) L}\left[F\left(U\left(t_{n}+s\right)\right)-F\left(e^{s L} U\left(t_{n}\right)\right)\right] \mathrm{d} s \tag{2.9}
\end{equation*}
$$

For the simplicity of notation, we denote by $\tilde{u}\left(t_{n}+s\right)$ and $\tilde{v}\left(t_{n}+s\right)$ the two functions defined by

$$
\binom{\tilde{u}\left(t_{n}+s\right)}{\tilde{v}\left(t_{n}+s\right)}=e^{s L}\binom{u\left(t_{n}\right)}{\partial_{t} u\left(t_{n}\right)}=e^{s L} U\left(t_{n}\right) .
$$

Then the remainder $R_{1}\left(t_{n}\right)$ defined in (2.9) satisfies the following estimate in view of 2.6):

$$
\begin{aligned}
\left\|R_{1}\left(t_{n}\right)\right\|_{1} & \lesssim \int_{0}^{\tau}\left\|F\left(U\left(t_{n}+s\right)\right)-F\left(e^{s L} U\left(t_{n}\right)\right)\right\|_{1} \mathrm{~d} s \\
& =\int_{0}^{\tau}\left\|f\left(u\left(t_{n}+s\right)\right)-f\left(\tilde{u}\left(t_{n}+s\right)\right)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \lesssim \int_{0}^{\tau}\left\|u\left(t_{n}+s\right)-\tilde{u}\left(t_{n}+s\right)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \lesssim \int_{0}^{\tau}\left\|U\left(t_{n}+s\right)-e^{s L} U\left(t_{n}\right)\right\|_{0} \mathrm{~d} s \\
& \lesssim \int_{0}^{\tau} \int_{0}^{s}\left\|e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right)\right\|_{0} \mathrm{~d} \sigma \mathrm{~d} s \\
& \lesssim \int_{0}^{\tau} \int_{0}^{s}\left\|F\left(U\left(t_{n}+\sigma\right)\right)\right\|_{0} \mathrm{~d} \sigma \mathrm{~d} s \\
& \lesssim \tau^{2} \max _{\sigma \in[0, \tau]}\left\|f\left(u\left(t_{n}+\sigma\right)\right)\right\|_{H^{-1}} .
\end{aligned}
$$

Since $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$, it follows that $L^{\frac{6}{5}}(\Omega)=L^{6}(\Omega)^{\prime} \hookrightarrow H_{0}^{1}(\Omega)^{\prime}=H^{-1}(\Omega)$ and therefore

$$
\begin{aligned}
\left\|f\left(u\left(t_{n}+\sigma\right)\right)\right\|_{H^{-1}} & \leq\left\|f\left(u\left(t_{n}+\sigma\right)\right)\right\|_{L^{6 / 5}} \\
& \leq\left\|f\left(u\left(t_{n}+\sigma\right)\right)\right\|_{L^{2}} \\
& \leq\|f(0)\|_{L^{2}}+\left\|f\left(u\left(t_{n}+\sigma\right)\right)-f(0)\right\|_{L^{2}} \\
& \leq\|f(0)\|_{L^{2}}+\left\|u\left(t_{n}+\sigma\right)\right\|_{L^{2}} \\
& \leq\|f(0)\|_{L^{2}}+\left\|U\left(t_{n}+\sigma\right)\right\|_{0} .
\end{aligned}
$$

The two estimates above imply the following estimate for the remainder $R_{1}\left(t_{n}\right)$ :

$$
\begin{equation*}
\left\|R_{1}\left(t_{n}\right)\right\|_{1} \lesssim \tau^{2}\left(1+\max _{\sigma \in\left[t_{n}, t_{n+1}\right]}\|U(t)\|_{0}\right) \tag{2.10}
\end{equation*}
$$

Freezing the variable $s$ at 0 in would yield

$$
\begin{equation*}
U\left(t_{n+1}\right)=e^{\tau L} U\left(t_{n}\right)+\tau e^{\tau L} F\left(U\left(t_{n}\right)\right)+R_{1}\left(t_{n}\right)+R_{2}\left(t_{n}\right), \tag{2.11}
\end{equation*}
$$

with an additional remainder

$$
\begin{align*}
R_{2}\left(t_{n}\right) & =\int_{0}^{\tau} e^{\tau L}\left[e^{-s L} F\left(e^{s L} U\left(t_{n}\right)\right)-F\left(U\left(t_{n}\right)\right)\right] \mathrm{d} s \\
& =\int_{0}^{\tau} e^{\tau L} \int_{0}^{s} \frac{\mathrm{~d}}{\mathrm{~d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right) \mathrm{d} \sigma \mathrm{~d} s . \tag{2.12}
\end{align*}
$$

By using the chain rule of differentiation, it is straightforward to verify that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)= & \frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right) \\
= & -e^{-\sigma L} L F\left(e^{\sigma L} U\left(t_{n}\right)\right)+e^{-\sigma L} F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} L U\left(t_{n}\right) \\
= & -e^{-\sigma L}\left(\begin{array}{cc}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{0}{f\left(\tilde{u}\left(t_{n}+\sigma\right)\right)} \\
& +e^{-\sigma L}\left(\begin{array}{cc}
0 & 0 \\
f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) & 0
\end{array}\right)\left[\left(\begin{array}{cc}
0 & 1 \\
\Delta & 0
\end{array}\right) e^{\sigma L}\binom{u\left(t_{n}\right)}{\partial_{t} u\left(t_{n}\right)}\right] \\
= & -e^{-\sigma L}\left(\begin{array}{cc}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{0}{f\left(\tilde{u}\left(t_{n}+\sigma\right)\right)} \\
& +e^{-\sigma L}\left(\begin{array}{c}
0 \\
f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \\
0
\end{array}\right)\binom{\tilde{v}\left(t_{n}+\sigma\right)}{\Delta \tilde{u}\left(t_{n}+\sigma\right)} \\
= & e^{-\sigma L}\binom{-f\left(\tilde{u}\left(t_{n}+\sigma\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{v}\left(t_{n}+\sigma\right)} . \tag{2.13}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\left\|\frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)\right\|_{1} & \lesssim\left\|\binom{-f\left(\tilde{u}\left(t_{n}+\sigma\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{v}\left(t_{n}+\sigma\right)}\right\|_{1} \\
& \lesssim\left(1+\left\|\tilde{u}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}\right)+\left\|\tilde{v}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)} \\
& \lesssim 1+\left\|U\left(t_{n}\right)\right\|_{1} . \tag{2.14}
\end{align*}
$$

By utilizing this result, from (2.12) we obtain

$$
\begin{equation*}
\left\|R_{2}\left(t_{n}\right)\right\| \lesssim \tau^{2}\left(1+\left\|U\left(t_{n}\right)\right\|_{1}\right) \tag{2.15}
\end{equation*}
$$

By dropping the remainders $R_{1}$ and $R_{2}$ in (2.11), we obtain the following time-stepping method:

$$
\begin{equation*}
U^{n+1}=e^{\tau L} U^{n}+\tau e^{\tau L} F\left(U^{n}\right) \tag{2.16}
\end{equation*}
$$

In view of the two estimates 2.10) and 2.15), the method in (2.16) should have first-order convergence in the energy space $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ under the regularity condition

$$
U \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega) \times L^{2}(\Omega)\right)
$$

This is the same regularity condition in $11,18,33$ for first-order convergence in the energy space. This condition is required in (2.14) in estimating the remainder $R_{2}\left(t_{n}\right)$, which involves $\frac{\mathrm{d}}{\mathrm{d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)$.

From the analysis above we can see that, in order to have higher-order convergence in the energy space, higher-order approximations of $F\left(U\left(t_{n}+s\right)\right)$ should be used in approximating (2.7). This is considered in the next subsection.

In the construction of a second-order method, the remainder which involves the term $\frac{\mathrm{d}}{\mathrm{d} \sigma} e^{-\sigma L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)$ will require the solution to be in $H^{2}(\Omega) \times H^{1}(\Omega)$. We shall construct a second-order approximation by eliminating this part of the remainder, thus significantly improves the order of convergence without requiring additional regularity of the solution.

### 2.2. Second-order approximation

By using the Taylor expansion of $F(U)$ at $U=e^{s L} U\left(t_{n}\right)$, we have

$$
\begin{align*}
F\left(U\left(t_{n}+s\right)\right)= & F\left(e^{s L} U\left(t_{n}\right)\right)+\int_{0}^{1} F^{\prime}\left((1-\theta) e^{s L} U\left(t_{n}\right)+\theta U\left(t_{n}+s\right)\right)\left(U\left(t_{n}+s\right)-e^{s L} U\left(t_{n}\right)\right) \mathrm{d} \theta \\
= & F\left(e^{s L} U\left(t_{n}\right)\right)+F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right)\left(U\left(t_{n}+s\right)-e^{s L} U\left(t_{n}\right)\right) \\
& +R_{F}(s)\left(U\left(t_{n}+s\right)-e^{s L} U\left(t_{n}\right)\right) \cdot\left(U\left(t_{n}+s\right)-e^{s L} U\left(t_{n}\right)\right) \tag{2.17}
\end{align*}
$$

where

$$
R_{F}(s)=\int_{0}^{1} \int_{0}^{1} \theta F^{\prime \prime}\left[(1-\sigma) e^{s L} U\left(t_{n}\right)+\sigma(1-\theta) e^{s L} U\left(t_{n}\right)+\theta U\left(t_{n}+s\right)\right] \mathrm{d} \sigma \mathrm{~d} \theta
$$

Then, substituting (2.6) into (2.17), we have

$$
\begin{equation*}
F\left(U\left(t_{n}+s\right)\right)=F\left(e^{s L} U\left(t_{n}\right)\right)+F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma+\widetilde{R}_{3}(s) \tag{2.18}
\end{equation*}
$$

where

$$
\widetilde{R}_{3}(s)=R_{F}(s) \int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma \cdot \int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma
$$

Since $F(U)=\left(F_{1}(U), F_{2}(U)\right)^{\top}$ is vector-valued, with $F_{1}(U)=0$ and $F_{2}(U)=f(u)$, it follows that $F^{\prime \prime}(U)$ is tensor-valued and satisfying $F_{i j k}^{\prime \prime}(U)=\partial_{U_{k}} \partial_{U_{j}} F_{i}(U)$, where $U_{1}=u$ and $U_{2}=v$. In particular, $F_{211}^{\prime \prime}(U)=f^{\prime \prime}(u)$ and $F_{i j k}^{\prime \prime}(U)=0$ for $(i, j, k) \neq(2,1,1)$. Therefore, for $W=\left(w_{1}, w_{2}\right)^{\top}$ and $W^{*}=\left(w_{1}^{*}, w_{2}^{*}\right)^{\top}$,

$$
\left\|R_{F}(s) W \cdot W^{*}\right\|_{1} \leq\left\|f^{\prime \prime}(u) w_{1} w_{1}^{*}\right\|_{L^{2}} \lesssim\left\|w_{1}\right\|_{L^{4}}\left\|w_{1}^{*}\right\|_{L^{4}} \lesssim\|W\|_{1}\left\|W^{*}\right\|_{1}
$$

which implies the following estimate:

$$
\begin{align*}
\left\|\widetilde{R}_{3}(s)\right\|_{1} & \lesssim\left\|\int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma\right\|_{1}^{2} \\
& \lesssim\left|\int_{0}^{s}\left\|F\left(U\left(t_{n}+\sigma\right)\right)\right\|_{1} \mathrm{~d} \sigma\right|^{2} \\
& \lesssim\left|\int_{0}^{s}\left\|f\left(u\left(t_{n}+\sigma\right)\right)\right\|_{L^{2}} \mathrm{~d} \sigma\right|^{2} \\
& \lesssim \tau^{2}\left(1+\max _{\sigma \in[0, s]}\left\|u\left(t_{n}+\sigma\right)\right\|_{L^{2}}^{2}\right) \\
& \lesssim \tau^{2}\left(1+\max _{\sigma \in[0, \tau]}\left\|U\left(t_{n}+\sigma\right)\right\|_{0}\right) . \tag{2.19}
\end{align*}
$$

By substituting (2.18) into (2.7), we obtain

$$
\begin{align*}
U\left(t_{n+1}\right)= & e^{\tau L} U\left(t_{n}\right)+\int_{0}^{\tau} e^{(\tau-s) L} F\left(U\left(t_{n}+s\right)\right) \mathrm{d} s \\
= & e^{\tau L} U\left(t_{n}\right)+\int_{0}^{\tau} e^{(\tau-s) L} F\left(e^{s L} U\left(t_{n}\right)\right) \mathrm{d} s \\
& +\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma\right] \mathrm{d} s+R_{3}\left(t_{n}\right) \\
= & : e^{\tau L} U\left(t_{n}\right)+I_{1}\left(t_{n}\right)+I_{2}\left(t_{n}\right)+R_{3}\left(t_{n}\right), \tag{2.20}
\end{align*}
$$

with a remainder

$$
R_{3}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-s) L} \widetilde{R}_{3}(s) \mathrm{d} s
$$

The estimate in (2.19) implies the following result:

$$
\begin{equation*}
\left\|R_{3}\left(t_{n}\right)\right\|_{1} \lesssim \tau^{3}\left(1+\max _{t \in\left[t_{n}, t_{n+1}\right]}\|U(t)\|_{0}^{2}\right) \tag{2.21}
\end{equation*}
$$

The two terms $I_{1}\left(t_{n}\right)$ and $I_{2}\left(t_{n}\right)$ will be approximated by computable schemes as follows.
Part 1: Approximation to $I_{1}\left(t_{n}\right)$.
The key ingredient that significantly improves the accuracy of the numerical method is the discovery of a cancellation structure which allows us to compute $I_{1}\left(t_{n}\right)$ exactly.

We write $I_{1}\left(t_{n}\right)=\int_{0}^{\tau} e^{\tau L} G\left(t_{n}+s\right) \mathrm{d} s$, with $G\left(t_{n}+s\right)=e^{-s L} F\left(e^{s L} U\left(t_{n}\right)\right)$, and substitute the Newton-Leibniz formula

$$
\begin{equation*}
G\left(t_{n}+s\right)=G\left(t_{n}\right)+\int_{0}^{s} G^{\prime}\left(t_{n}+\sigma\right) \mathrm{d} \sigma \tag{2.22}
\end{equation*}
$$

into the expression of $I_{1}\left(t_{n}\right)$. Then we obtain

$$
\begin{align*}
I_{1}\left(t_{n}\right)= & \int_{0}^{\tau} e^{\tau L} G\left(t_{n}+s\right) \mathrm{d} s \\
= & \int_{0}^{\tau} e^{\tau L} G\left(t_{n}\right) \mathrm{d} s+\int_{0}^{\tau} e^{\tau L} \int_{0}^{s} G^{\prime}\left(t_{n}+\sigma\right) \mathrm{d} \sigma \mathrm{~d} s \\
= & \int_{0}^{\tau} e^{\tau L} G\left(t_{n}\right) \mathrm{d} s+\int_{0}^{\tau} e^{\tau L} G^{\prime}\left(t_{n}+\sigma\right)(\tau-\sigma) \mathrm{d} \sigma \\
= & \int_{0}^{\tau} e^{\tau L} G\left(t_{n}\right) \mathrm{d} s+\int_{0}^{\tau} e^{(\tau-2 s) L}(\tau-s) e^{2 s L} G^{\prime}\left(t_{n}+s\right) \mathrm{d} s \\
= & \int_{0}^{\tau} e^{\tau L} G\left(t_{n}\right) \mathrm{d} s+\int_{0}^{\tau} e^{(\tau-2 s) L}(\tau-s) G^{\prime}\left(t_{n}\right) \mathrm{d} s \\
& +\int_{0}^{\tau} e^{(\tau-2 s) L}(\tau-s) \int_{0}^{s} \frac{\mathrm{~d}}{\mathrm{~d} \sigma}\left[e^{2 \sigma L} G^{\prime}\left(t_{n}+\sigma\right)\right] \mathrm{d} \sigma \mathrm{~d} s \\
= & \tau e^{\tau L} F\left(U\left(t_{n}\right)\right)+(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right]\binom{-f\left(u\left(t_{n}\right)\right)}{f^{\prime}\left(u\left(t_{n}\right)\right) \partial_{t} u\left(t_{n}\right)} \\
& +R_{*}\left(t_{n}\right), \tag{2.23}
\end{align*}
$$

where we have used the expression of $G^{\prime}\left(t_{n}+s\right)$ in (2.13), and the remainder $R_{*}\left(t_{n}\right)$ is defined by

$$
\begin{equation*}
R_{*}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-2 s) L}(\tau-s) \int_{0}^{s} \frac{\mathrm{~d}}{\mathrm{~d} \sigma}\left[e^{2 \sigma L} G^{\prime}\left(t_{n}+\sigma\right)\right] \mathrm{d} \sigma \mathrm{~d} s \tag{2.24}
\end{equation*}
$$

By differentiating $e^{2 s L} G^{\prime}\left(t_{n}+s\right)$ and using the expression of $G^{\prime}\left(t_{n}+s\right)$ in 2.13), we also obtain

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} s}\left[e^{2 s L} G^{\prime}\left(t_{n}+s\right)\right] \\
& =\frac{\mathrm{d}}{\mathrm{~d} s}\left[e^{s L}\binom{-f\left(\tilde{u}\left(t_{n}+s\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right) \tilde{v}\left(t_{n}+s\right)}\right] \\
& =\left(\frac{\mathrm{d}}{\mathrm{~d} s} e^{s L}\right)\binom{-f\left(\tilde{u}\left(t_{n}+s\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right) \tilde{v}\left(t_{n}+s\right)}+e^{s L} \frac{\mathrm{~d}}{\mathrm{~d} s}\binom{-f\left(\tilde{u}\left(t_{n}+s\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right) \tilde{v}\left(t_{n}+s\right)} \\
& =e^{s L}\left(\begin{array}{cc}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{-f\left(\tilde{u}\left(t_{n}+s\right)\right)}{f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right) \tilde{v}\left(t_{n}+s\right)} \\
& \quad+e^{s L}\left(\begin{array}{cc}
-f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right) & 0 \\
f^{\prime \prime}\left(\tilde{u}\left(t_{n}+s\right)\right) \tilde{v}\left(t_{n}+s\right) & f^{\prime}\left(\tilde{u}\left(t_{n}+s\right)\right)
\end{array}\right)\left[\left(\begin{array}{cc}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{\tilde{u}\left(t_{n}+s\right)}{\tilde{v}\left(t_{n}+s\right)}\right], \tag{2.25}
\end{align*}
$$

where we have used the following properties in the derivation of the last equality:

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} s}\binom{g_{1}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right)}{g_{2}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right)} \\
& =\left(\begin{array}{cc}
\partial_{\tilde{u}} g_{1}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right) \\
\partial_{\tilde{u}} g_{2}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right) & \partial_{\tilde{\tilde{v}}} g_{1}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right) \\
\partial_{2}\left(\tilde{u}\left(t_{n}+s\right), \tilde{v}\left(t_{n}+s\right)\right)
\end{array}\right) \frac{\mathrm{d}}{\mathrm{~d} s}\binom{\tilde{u}\left(t_{n}+s\right)}{\tilde{v}\left(t_{n}+s\right)}
\end{aligned}
$$

and

$$
\frac{\mathrm{d}}{\mathrm{~d} s}\binom{\tilde{u}\left(t_{n}+s\right)}{\tilde{v}\left(t_{n}+s\right)}=\frac{\mathrm{d}}{\mathrm{~d} s}\left[e^{s L}\binom{u\left(t_{n}\right)}{v\left(t_{n}\right)}\right]=L e^{s L}\binom{u\left(t_{n}\right)}{v\left(t_{n}\right)}=L\binom{\tilde{u}\left(t_{n}+s\right)}{\tilde{v}\left(t_{n}+s\right)} .
$$

By summing up the two parts on the right-hand side of 2.25 and noting that the secondorder partial derivatives are all cancelled, we obtain the following identity:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s}\left[e^{2 s L} G^{\prime}\left(t_{n}+s\right)\right]=e^{s L}\binom{0}{f^{\prime \prime}\left(\tilde{u}\left(t_{n}+s\right)\right)\left(\left|\tilde{v}\left(t_{n}+s\right)\right|^{2}-\left|\nabla \tilde{u}\left(t_{n}+s\right)\right|^{2}\right)} . \tag{2.26}
\end{equation*}
$$

This cancellation structure in the semlinear Klein-Gordon equation has not been discovered before for a general nonlinearity $f(u)$. It allows us to compute $I_{1}\left(t_{n}\right)$ without requiring the second-order partial derivatives and therefore improves the accuracy of the numerical approximation for low-regularity solutions. As a result, the remainder can be estimated as follows:

$$
\begin{align*}
\left\|R_{*}\left(t_{n}\right)\right\|_{1} & \lesssim \tau^{3} \max _{s \in[0, \tau]}\left(\left\|\nabla \tilde{u}\left(t_{n}+s\right)\right\|_{L^{4}}^{2}+\left\|\tilde{v}\left(t_{n}+s\right)\right\|_{L^{4}}^{2}\right) \\
& \lesssim \tau^{3} \max _{s \in[0, \tau]}\left(\left\|\tilde{u}\left(t_{n}+s\right)\right\|_{H^{1+\frac{d}{4}}}^{2}+\left\|\tilde{v}\left(t_{n}+s\right)\right\|_{H^{\frac{d}{4}}}^{2}\right) \\
& \lesssim \tau^{3}\left\|U\left(t_{n}\right)\right\|_{1+\frac{d}{4}}^{2} . \tag{2.27}
\end{align*}
$$

In the case $d=1$, the following result holds:

$$
\begin{align*}
\left\|R_{*}\left(t_{n}\right)\right\|_{\frac{1}{2}-\epsilon} & \lesssim \tau^{3} \max _{s \in[0, \tau]}\left(\left.\| \| \nabla \tilde{u}\left(t_{n}+s\right)\right|^{2}\left\|_{H^{-\frac{1}{2}-\epsilon}}+\right\|\left\|\left.\tilde{v}\left(t_{n}+s\right)\right|^{2}\right\|_{H^{-\frac{1}{2}-\epsilon}}\right) \\
& \lesssim \tau^{3} \max _{s \in[0, \tau]}\left(\left\|\left|\nabla \tilde{u}\left(t_{n}+s\right)\right|^{2}\right\|_{L^{1}}+\left\|\left.\tilde{v}\left(t_{n}+s\right)\right|^{2}\right\|_{L^{1}}\right) \quad\left(\text { as } L^{1} \hookrightarrow H^{-\frac{1}{2}-\epsilon} \text { in } 1 \mathrm{D}\right) \\
& \lesssim \tau^{3} \max _{s \in[0, \tau]}\left(\left\|\nabla \tilde{u}\left(t_{n}+s\right)\right\|_{L^{2}}^{2}+\left\|\tilde{v}\left(t_{n}+s\right)\right\|_{L^{2}}^{2}\right) \\
& \lesssim \tau^{3}\left\|U\left(t_{n}\right)\right\|_{1}^{2} . \tag{2.28}
\end{align*}
$$

By the definition of $R_{*}\left(t_{n}\right)$ in (2.23) and the triangle inequality, we also obtain

$$
\begin{align*}
\left\|R_{*}\left(t_{n}\right)\right\|_{2} & \lesssim \\
& \left\|\int_{0}^{\tau} e^{\tau L} G\left(t_{n}+s\right) \mathrm{d} s\right\|_{2} \\
& +\left\|\tau e^{\tau L} F\left(U\left(t_{n}\right)\right)+(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right]\binom{-f\left(u\left(t_{n}\right)\right)}{f^{\prime}\left(u\left(t_{n}\right)\right) \partial_{t} u\left(t_{n}\right)}\right\|_{2}  \tag{2.29}\\
& \lesssim \tau\left\|U\left(t_{n}\right)\right\|_{1} .
\end{align*}
$$

Therefore, the Sobolev interpolation inequality implies that

$$
\begin{align*}
\left\|R_{*}\left(t_{n}\right)\right\|_{1} & \lesssim R_{*}\left(t_{n}\right)\left\|_{\frac{1}{2}-\epsilon}^{\frac{1}{3 / 2+\epsilon}}\right\| R_{*}\left(t_{n}\right) \|_{2}^{\frac{1 / 2+\epsilon}{3 / 2+\epsilon}} \lesssim \tau^{\frac{7 / 2+\epsilon}{3 / 2+\epsilon}}\left(\left\|U\left(t_{n}\right)\right\|_{1}+\left\|U\left(t_{n}\right)\right\|_{1}^{2}\right),  \tag{2.30}\\
\left\|R_{*}\left(t_{n}\right)\right\|_{\frac{1}{2}+\epsilon} & \lesssim R_{*}\left(t_{n}\right)\left\|_{\frac{1}{2}-\epsilon}^{\frac{3-\epsilon}{3+\epsilon}}\right\| R_{*}\left(t_{n}\right) \|_{2}^{\frac{2 \epsilon}{3 / 2+\epsilon}} \lesssim \tau^{\frac{9 / 2-\epsilon}{3 / 2+\epsilon}}\left(\left\|U\left(t_{n}\right)\right\|_{1}+\left\|U\left(t_{n}\right)\right\|_{1}^{2}\right) .
\end{align*}
$$

Part 2: Approximation to $I_{2}(t)$.
By approximating $U\left(t_{n}+\sigma\right)$ with $e^{\sigma L} U\left(t_{n}\right)$ in the expression of $I_{2}\left(t_{n}\right)$ in 2.20, we have

$$
\begin{align*}
I_{2}\left(t_{n}\right) & =\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L} F\left(U\left(t_{n}+\sigma\right)\right) \mathrm{d} \sigma\right] \mathrm{d} s \\
& =\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L} F\left(e^{\sigma L} U\left(t_{n}\right)\right) \mathrm{d} \sigma\right] \mathrm{d} s+R_{41}\left(t_{n}\right) \\
& =\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) s e^{s L} F\left(U\left(t_{n}\right)\right)\right] \mathrm{d} s+R_{41}\left(t_{n}\right)+R_{42}\left(t_{n}\right) \\
& =\int_{0}^{\tau} s e^{\tau L}\left[F^{\prime}\left(U\left(t_{n}\right)\right) F\left(U\left(t_{n}\right)\right)\right] \mathrm{d} s+R_{41}\left(t_{n}\right)+R_{42}\left(t_{n}\right)+R_{43}\left(t_{n}\right) \\
& =R_{41}\left(t_{n}\right)+R_{42}\left(t_{n}\right)+R_{43}\left(t_{n}\right) \tag{2.31}
\end{align*}
$$

where the last equality uses the property

$$
F^{\prime}\left(U\left(t_{n}\right)\right) F\left(U\left(t_{n}\right)\right)=\left(\begin{array}{cc}
0 & 0 \\
f^{\prime}(u) & 0
\end{array}\right)\binom{0}{f(u)}=\binom{0}{0},
$$

and the remainders $R_{4 j}\left(t_{n}\right), j=1,2,3$, are defined by

$$
\begin{align*}
& R_{41}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L}\left[F\left(U\left(t_{n}+\sigma\right)\right)-F\left(e^{\sigma L} U\left(t_{n}\right)\right)\right] \mathrm{d} \sigma\right] \mathrm{d} s  \tag{2.32}\\
& R_{42}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s}\left(e^{(s-\sigma) L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)-e^{s L} F\left(U\left(t_{n}\right)\right)\right) \mathrm{d} \sigma\right] \mathrm{d} s  \tag{2.33}\\
& R_{43}\left(t_{n}\right)=\int_{0}^{\tau} s e^{\tau L}\left(e^{-s L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) e^{s L} F\left(U\left(t_{n}\right)\right)\right]-F^{\prime}\left(U\left(t_{n}\right)\right) F\left(U\left(t_{n}\right)\right)\right) \mathrm{d} s \tag{2.34}
\end{align*}
$$

The three remainders $R_{41}\left(t_{n}\right), R_{42}\left(t_{n}\right)$ and $R_{43}\left(t_{n}\right)$ are estimated as follows.
Firstly,

$$
\begin{align*}
\left\|R_{41}\left(t_{n}\right)\right\|_{1} & \left.\lesssim \int_{0}^{\tau} \| F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{(s-\sigma) L}\left[F\left(U\left(t_{n}+\sigma\right)\right)-F\left(e^{\sigma L} U\left(t_{n}\right)\right)\right] \mathrm{d} \sigma\right] \|_{1} \mathrm{~d} s \\
& \left.\lesssim \int_{0}^{\tau} \| \int_{0}^{s} e^{(s-\sigma) L}\left[F\left(U\left(t_{n}+\sigma\right)\right)-F\left(e^{\sigma L} U\left(t_{n}\right)\right)\right] \mathrm{d} \sigma\right] \|_{0}^{\mathrm{d} s} \\
& \left.\left.\lesssim \tau^{2} \max _{\sigma \in[0, \tau]} \| U\left(t_{n}+\sigma\right)\right)-e^{\sigma L} U\left(t_{n}\right)\right) \|_{0} \tag{2.35}
\end{align*}
$$

By using (2.6) we obtain that

$$
\begin{equation*}
\left.\left.\| U\left(t_{n}+s\right)\right)-e^{s L} U\left(t_{n}\right)\right)\left\|_{0} \lesssim s \max _{\sigma \in[0, s]}\right\| U\left(t_{n}+\sigma\right) \|_{0} \tag{2.36}
\end{equation*}
$$

Then, substituting this result into the estimate of $\left\|R_{41}\left(t_{n}\right)\right\|_{1}$, we obtain

$$
\begin{equation*}
\left\|R_{41}\left(t_{n}\right)\right\|_{1} \lesssim \tau^{3} \max _{t \in\left[t_{n}, t_{n+1}\right]}\|U(t)\|_{0} \tag{2.37}
\end{equation*}
$$

Secondly, substituting the identity

$$
e^{(s-\sigma) L} F\left(e^{\sigma L} U\left(t_{n}\right)\right)-e^{s L} F\left(U\left(t_{n}\right)\right)=e^{s L} \int_{0}^{\sigma} \frac{\mathrm{d}}{\mathrm{~d} \rho} e^{-\rho L} F\left(e^{\rho L} U\left(t_{n}\right)\right) \mathrm{d} \rho
$$

into the expression of $R_{42}\left(t_{n}\right)$ yields

$$
\begin{equation*}
R_{42}\left(t_{n}\right)=\int_{0}^{\tau} e^{(\tau-s) L}\left[F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{s L} \int_{0}^{\sigma} \frac{\mathrm{d}}{\mathrm{~d} \rho} e^{-\rho L} F\left(e^{\rho L} U\left(t_{n}\right)\right) \mathrm{d} \rho \mathrm{~d} \sigma\right] \mathrm{d} s \tag{2.38}
\end{equation*}
$$

From this expression we immediately obtain

$$
\begin{align*}
\left\|R_{42}\left(t_{n}\right)\right\|_{1} & \lesssim \int_{0}^{\tau}\left\|F^{\prime}\left(e^{s L} U\left(t_{n}\right)\right) \int_{0}^{s} e^{s L} \int_{0}^{\sigma} \frac{\mathrm{d}}{\mathrm{~d} \rho} e^{-\rho L} F\left(e^{\rho L} U\left(t_{n}\right)\right) \mathrm{d} \rho \mathrm{~d} \sigma\right\|_{1} \mathrm{~d} s \\
& \lesssim \int_{0}^{\tau}\left\|\int_{0}^{s} e^{s L} \int_{0}^{\sigma} \frac{\mathrm{d}}{\mathrm{~d} \rho} e^{-\rho L} F\left(e^{\rho L} U\left(t_{n}\right)\right) \mathrm{d} \rho \mathrm{~d} \sigma\right\|_{0}^{\mathrm{d} s} \\
& \lesssim \int_{0}^{\tau} \int_{0}^{s} \int_{0}^{\sigma}\left\|\frac{\mathrm{d}}{\mathrm{~d} \rho} e^{-\rho L} F\left(e^{\rho L} U\left(t_{n}\right)\right)\right\|_{0}^{\mathrm{d} \rho \mathrm{~d} \sigma \mathrm{~d} s} \\
& \lesssim \tau^{3}\left\|U\left(t_{n}\right)\right\|_{1} \tag{2.39}
\end{align*}
$$

where we have used (2.14) in the last inequality.
Thirdly, we have

$$
\begin{align*}
\left\|R_{43}\left(t_{n}\right)\right\|_{1} & =\left\|\int_{0}^{\tau} s e^{\tau L} \int_{0}^{s} \frac{\mathrm{~d}}{\mathrm{~d} \sigma} e^{-\sigma L}\left[F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)\right] \mathrm{d} \sigma \mathrm{~d} s\right\|_{1} \\
& \lesssim \int_{0}^{\tau} s \int_{0}^{s}\left\|\frac{\mathrm{~d}}{\mathrm{~d} \sigma} e^{-\sigma L}\left[F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)\right]\right\|_{1}^{\mathrm{d} \sigma \mathrm{~d} s} \\
& \lesssim \tau^{3} \max _{\sigma \in[0, \tau]}\left\|\frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L}\left[F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)\right]\right\|_{1} \tag{2.40}
\end{align*}
$$

Let

$$
\binom{\tilde{p}\left(t_{n}+\sigma\right)}{\tilde{q}\left(t_{n}+\sigma\right)}=e^{\sigma L} F\left(U\left(t_{n}\right)\right)=e^{\sigma L}\binom{0}{f\left(u\left(t_{n}\right)\right)}
$$

which satisfies the following estimate according to the basic estimates in (2.4):

$$
\begin{equation*}
\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{k}(\Omega)}+\left\|\tilde{q}\left(t_{n}+\sigma\right)\right\|_{H^{k-1}(\Omega)} \lesssim\left\|f\left(u\left(t_{n}\right)\right)\right\|_{H^{k-1}(\Omega)} \quad \text { for } k=1,2 . \tag{2.41}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} \sigma} F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} \sigma}\left[\left(\begin{array}{cc}
0 & 0 \\
f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) & 0
\end{array}\right)\binom{\tilde{p}\left(t_{n}+\sigma\right)}{\tilde{q}\left(t_{n}+\sigma\right)}\right] \\
& =\frac{\mathrm{d}}{\mathrm{~d} \sigma}\binom{0}{f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right)}
\end{aligned}
$$

$$
\begin{align*}
= & \left(\begin{array}{cc}
0 & 0 \\
f^{\prime \prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right) & 0
\end{array}\right)\left[\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{\tilde{u}\left(t_{n}+\sigma\right)}{\tilde{v}\left(t_{n}+\sigma\right)}\right] \\
& +\left(\begin{array}{cc}
0 & 0 \\
f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) & 0
\end{array}\right)\left[\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\binom{\tilde{p}\left(t_{n}+\sigma\right)}{\tilde{q}\left(t_{n}+\sigma\right)}\right] \\
= & \binom{0}{f^{\prime \prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right) \tilde{v}\left(t_{n}+\sigma\right)+f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{q}\left(t_{n}+\sigma\right)}, \tag{2.42}
\end{align*}
$$

and therefore

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L}\left[F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)\right] \\
& =-e^{-\sigma L} L F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)+e^{-\sigma L} \frac{\mathrm{~d}}{\mathrm{~d} \sigma} F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right) \\
& =e^{-\sigma L}\binom{-f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right)}{f^{\prime \prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right) \tilde{v}\left(t_{n}+\sigma\right)+f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{q}\left(t_{n}+\sigma\right)} \tag{2.43}
\end{align*}
$$

This implies that

$$
\begin{align*}
& \left\|\frac{\mathrm{d}}{\mathrm{~d} \sigma} e^{-\sigma L}\left[F^{\prime}\left(e^{\sigma L} U\left(t_{n}\right)\right) e^{\sigma L} F\left(U\left(t_{n}\right)\right)\right]\right\|_{1} \\
& \lesssim\left\|f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)} \\
& \quad+\left\|f^{\prime \prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{p}\left(t_{n}+\sigma\right) \tilde{v}\left(t_{n}+\sigma\right)+f^{\prime}\left(\tilde{u}\left(t_{n}+\sigma\right)\right) \tilde{q}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)} \\
& \lesssim\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{L^{\infty}(\Omega)}\left\|\tilde{u}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)} \\
& \quad+\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{L^{\infty}(\Omega)}\left\|\tilde{v}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)}+\left\|\tilde{q}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)} \\
& \lesssim\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{\frac{3}{2}+\epsilon}(\Omega)}\left(\left\|\tilde{u}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{v}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)}\right) \\
& \quad+\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{q}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)} \\
& \lesssim\left\|f\left(u\left(t_{n}\right)\right)\right\|_{H^{\frac{1}{2}+\epsilon}(\Omega)}\left(\left\|\tilde{u}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{v}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)}\right) \\
& \quad+\left\|\tilde{p}\left(t_{n}+\sigma\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{q}\left(t_{n}+\sigma\right)\right\|_{L^{2}(\Omega)} \\
& \lesssim\left\|U\left(t_{n}\right)\right\|_{1}+\left\|U\left(t_{n}\right)\right\|_{1}^{2}+\left\|U\left(t_{n}\right)\right\|_{0} . \tag{2.44}
\end{align*}
$$

By substituting this result into (2.40), we obtain

$$
\begin{equation*}
\left\|R_{43}\left(t_{n}\right)\right\|_{1} \lesssim \tau^{3}\left(\left\|U\left(t_{n}\right)\right\|_{1}+\left\|U\left(t_{n}\right)\right\|_{1}^{2}+\left\|U\left(t_{n}\right)\right\|_{0}\right) . \tag{2.45}
\end{equation*}
$$

Therefore, from (2.31) we obtain

$$
\begin{align*}
\left\|I_{2}\left(t_{n}\right)\right\|_{1} & \lesssim\left\|R_{41}\left(t_{n}\right)\right\|_{1}+\left\|R_{42}\left(t_{n}\right)\right\|_{1}+\left\|R_{43}\left(t_{n}\right)\right\|_{1} \\
& \lesssim \tau^{3}\left(\left\|U\left(t_{n}\right)\right\|_{1}+\left\|U\left(t_{n}\right)\right\|_{1}^{2}+\left\|U\left(t_{n}\right)\right\|_{0}\right) . \tag{2.46}
\end{align*}
$$

Therefore, substituting expressions (2.23) and (2.31) into (2.20) yields

$$
\begin{align*}
U\left(t_{n+1}\right)= & e^{\tau L} U\left(t_{n}\right)+\tau e^{\tau L} F\left(U\left(t_{n}\right)\right)+(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right] H\left(U\left(t_{n}\right)\right) \\
& +I_{2}\left(t_{n}\right)+R_{*}\left(t_{n}\right)+R_{3}\left(t_{n}\right), \tag{2.47}
\end{align*}
$$

where

$$
H\left(U\left(t_{n}\right)\right):=\binom{-f\left(u\left(t_{n}\right)\right)}{f^{\prime}\left(u\left(t_{n}\right)\right) \partial_{t} u\left(t_{n}\right)}
$$

By dropping the remainders $R_{*}\left(t_{n}\right)$ and $R_{3}\left(t_{n}\right)$, we obtain the following numerical method:

$$
\begin{equation*}
U^{n+1}=e^{\tau L} U^{n}+\tau e^{\tau L} F\left(U^{n}\right)+(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right] H\left(U^{n}\right), \tag{2.48}
\end{equation*}
$$

which can also be written as (1.3).
In view of (1.3), the new method we constructed here turns out to be a correction of the Lie splitting method without requiring second-order partial derivatives of the solution, i.e., it improves the accuracy of the Lie splitting method under low-regularity conditions.

## 3. The spatial discretization

Let $\Omega=[0,1]^{d}$. It is known that any function $V \in H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ can be expanded into the Fourier sine series, i.e.,

$$
\begin{equation*}
V=\sum_{n_{1}, \cdots, n_{d}=1}^{\infty} V_{n_{1}, \cdots, n_{d}} \sin \left(n_{1} \pi x_{1}\right) \cdots \sin \left(n_{d} \pi x_{d}\right) . \tag{3.1}
\end{equation*}
$$

Let

$$
S_{N}=\left\{\sum_{n_{1}, \cdots, n_{d}=1}^{N} V_{n_{1}, \cdots, n_{d}} \sin \left(n_{1} \pi x_{1}\right) \cdots \sin \left(n_{d} \pi x_{d}\right): V_{n_{1}, \cdots, n_{d}} \in \mathbb{R}^{2}\right\} .
$$

We denote by $I_{N}$ and $\Pi_{N}$ the trigonometric interpolation and $L^{2}$-orthogonal projection operators onto $S_{N}$, respectively, i.e., $I_{N} V$ is the unique function in $S_{N}$ satisfying the relation $\left(I_{N} V\right)(x)=V(x)$ for $x \in D^{d}$, with

$$
D=\left\{\frac{2 n}{2 N+1}: n=1, \cdots, N\right\},
$$

and

$$
\left(W-\Pi_{N} W, V\right)=0 \quad \forall V \in S_{N}, W \in L^{2}(\Omega)
$$

We consider the following fully discrete spectral method for the second-order low-regularity integrator in (2.48):

$$
\begin{align*}
U_{N}^{n+1}= & e^{\tau L} U_{N}^{n}+\frac{\tau}{2} e^{\tau L} I_{N} F\left(U_{N}^{n}\right) \\
& +(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right] I_{N} H\left(U_{N}^{n}\right) . \tag{3.2}
\end{align*}
$$

For given $U_{N}^{n}$, the trigonometric interpolations $I_{N} F\left(U_{N}^{n}\right)$ and $I_{N} H\left(U_{N}^{n}\right)$ can be computed with FFT.

Let $E_{N}^{n}=\Pi_{N} U\left(t_{n}\right)-U_{N}^{n}$ be the error of the numerical solution. Since the exact solution satisfies

$$
\begin{align*}
\Pi_{N} U\left(t_{n+1}\right)= & e^{\tau L} \Pi_{N} U\left(t_{n}\right)+\frac{\tau}{2} e^{\tau L} \Pi_{N} F\left(U\left(t_{n}\right)\right) \\
& +(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right] \Pi_{N} H\left(U\left(t_{n}\right)\right) \\
& +\Pi_{N}\left[I_{2}\left(t_{n}\right)+R_{*}\left(t_{n}\right)+R_{3}\left(t_{n}\right)\right], \tag{3.3}
\end{align*}
$$

the difference between (3.3) and (3.2) yields the following error equation:

$$
\begin{align*}
E_{N}^{n+1}= & e^{\tau L} E_{N}^{n}+\frac{\tau}{2} e^{\tau L} \Pi_{N}\left(F\left(U\left(t_{n}\right)\right)-F\left(U_{N}^{n}\right)\right) \\
& +(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right] \Pi_{N}\left(H\left(U\left(t_{n}\right)-H\left(U_{N}^{n}\right)\right)\right. \\
& +\Pi_{N} I_{2}\left(t_{n}\right)+\Pi_{N} R_{*}\left(t_{n}\right)+\Pi_{N} R_{3}\left(t_{n}\right)+R_{5}\left(t_{n}\right)+R_{6}\left(t_{n}\right), \tag{3.4}
\end{align*}
$$

with

$$
R_{5}\left(t_{n}\right)=\frac{\tau}{2} e^{\tau L}\left(\Pi_{N}-I_{N}\right) F\left(U_{N}^{n}\right)
$$

$$
\begin{equation*}
R_{6}\left(t_{n}\right)=(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right]\left(\Pi_{N}-I_{N}\right) H\left(U_{N}^{n}\right) \tag{3.5}
\end{equation*}
$$

The following result shows that for a solution bounded in the energy space $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ the proposed numerical method can have second-order convergence in time and first-order convergence in space in the same energy space.
Theorem 3.1. For $d=1,2,3$ and $U \in L^{\infty}\left(0, T ; H^{1+\frac{d}{4}}(\Omega) \cap H_{0}^{1}(\Omega) \times H^{\frac{d}{4}}(\Omega)\right)$, the numerical solution given by (3.2), with initial value $U_{N}^{0}=\Pi_{N} U(0)$, has the following error bound:

$$
\begin{equation*}
\max _{0 \leq n \leq T / \tau}\left\|E_{N}^{n}\right\|_{1} \lesssim \tau^{2}+N^{-1-\frac{d}{4}} \tag{3.6}
\end{equation*}
$$

Proof. If $U \in L^{\infty}\left(0, T ; H^{1+\frac{d}{4}}(\Omega) \cap H_{0}^{1}(\Omega) \times H^{\frac{d}{4}}(\Omega)\right)$ then (2.21) and 2.46) imply that the remainders $\Pi_{N} I_{2}\left(t_{n}\right)$ and $\Pi_{N} R_{3}\left(t_{n}\right)$ satisfy the following estimates:

$$
\begin{equation*}
\left\|\Pi_{N} I_{2}\left(t_{n}\right)\right\|_{1}+\left\|\Pi_{N} R_{*}\left(t_{n}\right)\right\|_{1}+\left\|\Pi_{N} R_{3}\left(t_{n}\right)\right\|_{1} \lesssim \tau^{3} \quad \text { in the case } d=1,2,3 \tag{3.7}
\end{equation*}
$$

The remainders $R_{5}\left(t_{n}\right)$ and $R_{6}\left(t_{n}\right)$ can be estimated by using mathematical induction on $n$ : assuming that

$$
\begin{equation*}
\left\|U_{N}^{n}\right\|_{1} \leq\left\|\Pi_{N} U\left(t_{n}\right)\right\|_{1}+1 \tag{3.8}
\end{equation*}
$$

we shall prove the following results:

$$
\begin{equation*}
\left\|U_{N}^{n+1}\right\|_{1} \leq\left\|\Pi_{N} U\left(t_{n+1}\right)\right\|_{1}+1 \quad \text { and } \quad\left\|E_{N}^{n}\right\|_{1} \lesssim \tau^{2}+N^{-1-\frac{d}{4}} . \tag{3.9}
\end{equation*}
$$

Under assumption (3.8) we have

$$
\begin{aligned}
&\left\|R_{5}\left(t_{n}\right)\right\|_{1} \lesssim \tau\left\|\left(\Pi_{N}-I_{N}\right) F\left(U_{N}^{n}\right)\right\|_{1} \\
& \lesssim \tau\left\|\left(\Pi_{N}-I_{N}\right) f\left(u_{N}^{n}\right)\right\|_{L^{2}} \\
& \lesssim \tau N^{-2}\left\|f\left(u_{N}^{n}\right)\right\|_{H^{2}} \\
& \lesssim \tau N^{-2}\left\|f^{\prime}\left(u_{N}^{n}\right) \nabla^{2} u_{N}^{n}+f^{\prime \prime}\left(u_{N}^{n}\right) \nabla u_{N}^{n} \otimes \nabla u_{N}^{n}\right\|_{L^{2}} \\
& \lesssim \tau N^{-2}\left(\left\|u_{N}^{n}\right\|_{H^{2}}+\left\|\nabla u_{N}^{n}\right\|_{L^{4}}^{2}\right) \\
&\left\|R_{6}\left(t_{n}\right)\right\|_{1}=\left\|(2 L)^{-1}\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right]\left(\Pi_{N}-I_{N}\right) H\left(U_{N}^{n}\right)\right\|_{1} \\
& \lesssim\left\|\left[\tau e^{\tau L}-(2 L)^{-1}\left(e^{\tau L}-e^{-\tau L}\right)\right]\left(\Pi_{N}-I_{N}\right) H\left(U_{N}^{n}\right)\right\|_{0} \\
& \lesssim \tau\left\|\left(\Pi_{N}-I_{N}\right) H\left(U_{N}^{n}\right)\right\|_{0} \\
& \lesssim \tau N^{-2}\left(\left\|f\left(u_{N}^{n}\right)\right\|_{H^{2}}+\left\|f^{\prime}\left(u_{N}^{n}\right) v_{N}^{n}\right\|_{H^{1}}\right) \\
& \lesssim\left.\tau N^{-2}\left\|f^{\prime}\left(u_{N}^{n}\right) \nabla^{2} u_{N}^{n}+f^{\prime \prime}\left(u_{N}^{n}\right) \nabla u_{N}^{n} \otimes \nabla u_{N}^{n}\right\|_{L^{2}}\right) \\
&+\tau N^{-2}\left(\left\|f^{\prime \prime}\left(u_{N}^{n}\right) v_{N}^{n} \nabla u_{N}^{n}+f^{\prime}\left(u_{N}^{n}\right) \nabla v_{N}^{n}\right\|_{L^{2}}\right) \\
& \lesssim \tau N^{-2}\left(\left\|u_{N}^{n}\right\|_{H^{2}}+\left\|\nabla u_{N}^{n}\right\|_{L^{4}}^{2}\right)+\tau N^{-2}\left(\left\|v_{N}^{n}\right\|_{L^{4}}\left\|\nabla u_{N}^{n}\right\|_{L^{4}}+\left\|\nabla v_{N}^{n}\right\|_{L^{2}}\right) .
\end{aligned}
$$

In the case $d=1,2,3$, the Sobolev interpolation inequality $\left\|\nabla u_{N}^{n}\right\|_{L^{4}} \leq\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}$ implies that

$$
\begin{align*}
\left\|R_{5}\left(t_{n}\right)\right\|_{1} & \lesssim \tau N^{-2}\left(\left\|u_{N}^{n}\right\|_{H^{2}}+\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}^{2}\right) \\
& \lesssim \tau N^{-1-\frac{d}{4}}\left(\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}+\left\|u_{N}^{n}\right\|_{H^{1}}^{2}\right),  \tag{3.10}\\
\left\|R_{6}\left(t_{n}\right)\right\|_{1} & \lesssim \tau N^{-2}\left(\left\|u_{N}^{n}\right\|_{H^{2}}+\left\|v_{N}^{n}\right\|_{H^{1}}+\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}^{2}+\left\|v_{N}^{n}\right\|_{H^{\frac{d}{4}}}^{2}\right)
\end{align*}
$$

$$
\begin{equation*}
\lesssim \tau N^{-1-\frac{d}{4}}\left(\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}+\left\|v_{N}^{n}\right\|_{H^{\frac{d}{4}}}+\left\|u_{N}^{n}\right\|_{H^{1+\frac{d}{4}}}^{2}+\left\|v_{N}^{n}\right\|_{H^{\frac{d}{4}}}^{2}\right) . \tag{3.11}
\end{equation*}
$$

By using these estimates and taking the energy norm $|\cdot|_{1}$ on both sides of (3.4), we obtain

$$
\begin{equation*}
\left|E_{N}^{n+1}\right|_{1} \leq(1+C \tau)\left|E_{N}^{n}\right|_{1}+C \tau\left(\tau^{2}+N^{-1-\frac{d}{4}}\right) \tag{3.12}
\end{equation*}
$$

Then, using Gronwall's inequality and the equivalence of norms $|\cdot|_{1} \sim\|\cdot\|_{1}$ on the energy space $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$, we obtain the following error bound:

$$
\begin{equation*}
\left\|E_{N}^{n+1}\right\|_{1} \lesssim \tau^{2}+N^{-1-\frac{d}{4}} . \tag{3.13}
\end{equation*}
$$

There exist some positive constants $\tau_{0}$ and $N_{0}$ such that for $\tau \leq \tau_{0}$ and $N \geq N_{0}$ we obtain

$$
\begin{equation*}
\left\|E_{N}^{n+1}\right\|_{1} \leq 1 \tag{3.14}
\end{equation*}
$$

This proves (3.9) (with an additional triangle inequality).
Remark 3.2. By passing to the limit $N \rightarrow \infty$ in Theorem 3.1, one can obtain the semidiscretization results in Theorem 1.1.

Remark 3.3. In the case $d=1$, the remainder $R_{*}\left(t_{n}\right)$ can be estimated by using 2.30, which yields the following result:

$$
\begin{align*}
\max _{0 \leq n \leq T / \tau}\left\|E_{N}^{n}\right\|_{1} \lesssim \tau^{\frac{4}{3}-\epsilon}+N^{-1} & (\text { for any fixed } \epsilon>0)  \tag{3.15}\\
\max _{0 \leq n \leq T / \tau}\left\|E_{N}^{n}\right\|_{\frac{1}{2}+\epsilon} \lesssim \tau^{2-\epsilon}+N^{-1} & (\text { for any fixed } \epsilon>0) \tag{3.16}
\end{align*}
$$

These results hold under the weaker regularity condition $U \in C\left([0, T] ; H_{0}^{1}(\Omega) \times L^{2}(\Omega)\right)$, i.e., the numerical solution has higher-order convergence in the energy space. Since $H^{\frac{1}{2}+\epsilon}(\Omega) \hookrightarrow$ $L^{\infty}(\Omega)$, it follows that that the numerical solution $u_{N}^{n}$ has almost second-order convergence in $L^{\infty}(\Omega)$.
Remark 3.4. For any given initial value $\left(u^{0}, v^{0}\right) \in H^{1+\frac{d}{4}}(\Omega) \cap H_{0}^{1}(\Omega) \times H^{\frac{d}{4}}(\Omega)$, Theorem 3.1) states that the error of the numerical solution is as follows:

$$
\left\|\Pi_{N} u\left(t_{n}\right)-u_{N}^{n}\right\|_{H^{1}}+\left\|\Pi_{N} v\left(t_{n}\right)-v_{N}^{n}\right\|_{L^{2}} \lesssim \tau^{2}+N^{-1-\frac{d}{4}},
$$

which is a superconvergence result that much better than the regularity of the solution in both time and space. In general, for any fixed $t$, the projection error in space satisfies

$$
\left\|\Pi_{N} u(t)-u(t)\right\|_{H^{1}}+\left\|\Pi_{N} v(t)-v(t)\right\|_{L^{2}} \lesssim N^{-\frac{d}{4}} .
$$

## 4. Numerical experiments

In this section we present numerical experiments to support the theoretical analysis and to illustrate the performance of our new method in (1.3) on the semilinear Klein-Gordon equation (1.1) with $f(u)=\sin (u)$ in a one-, two-, and three-dimensional domain $\Omega=[0,1]^{d}$, $d=1,2,3$. For obtaining a sufficiently stiff system of differential equations while keeping the experiments' execution time reasonably low, we chose to use $N_{x}=2^{12}$ terms of a Fourier space discretization in the $x$ dimension and, $N_{y}=N_{z}=2^{3}$ terms in the $y$ and $z$ dimensions, when $\Omega$ is two- and three-dimensional. As for the initial state of the differential equation, we generate, as described in Section 5.1 of [25], random initial data $u^{0}$ and $u_{t}^{0}$ from the space $H^{\theta}(\Omega)$ such that $\left\|u^{0}\right\|_{H^{1}}=1$ and $\left\|u_{t}^{0}\right\|_{L^{2}}=1$. In particular, we are interested in comparing the smooth case $(\theta \rightarrow \infty)$ with the low-regularity case $(\theta=1)$.

Our new method is tested in comparison with several well-established numerical techniques for the semilinear Klein-Gordon equation. To define them, it is useful to introduce the operator $\Sigma=\sqrt{-\Delta}$, which satisfies that $\Delta=-\Sigma^{2}$. This is because the exponential of our linear operator can be easily expressed as

$$
\exp (L)=\exp \left(t\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\right)=\exp \left(t\left(\begin{array}{cc}
0 & 1 \\
-\Sigma^{2} & 0
\end{array}\right)\right)=\left(\begin{array}{cc}
\cos (t \Sigma) & t \operatorname{sinc}(t \Sigma) \\
-\Sigma \sin (t \Sigma) & \cos (t \Sigma)
\end{array}\right)
$$

This expression is worth using only in case the operator $\Delta$ can be discretized in space by means of a diagonal matrix or if the resulting discretization matrix's size is particularly modest. In fact, in the other cases, computing the matrix square root is generally unfeasible. The above-mentioned numerical techniques are:

- The second-order low-regularity exponential-type scheme from [29], that we refer to as rs21 that we apply to the reformulation of (1.1) into the first order equation (1.2) through the transformation $w=u-\mathrm{i}(-\Delta)^{-\frac{1}{2}} \partial_{t} u$. This method computes approximations $w^{n+1}$ to $w\left(t_{n+1}\right)$ at discrete times $t_{n+1}=t_{0}+(n+1) \tau$ with the time step size $\tau$ as
where

$$
\begin{aligned}
F\left(w^{n}\right)= & \sin \left(\frac{w^{n}}{2}\right)\left(\varphi_{1}(-2 \tau \sqrt{-\Delta})-2 \varphi_{2}(-2 \tau \sqrt{-\Delta})\right) \overline{\cos \left(\frac{w^{n}}{2}\right)} \\
& +\cos \left(\frac{w^{n}}{2}\right)\left(\varphi_{1}(-2 \tau \sqrt{-\Delta})-2 \varphi_{2}(-2 \tau \sqrt{-\Delta})\right) \overline{\sin \left(\frac{w^{n}}{2}\right)} \\
& +\sin \left(\frac{w^{n}}{2}\right) \varphi_{2}(-2 \tau \sqrt{-\Delta}) \exp (2 \tau \sqrt{-\Delta}) \cos \left(\exp (-2 \tau \sqrt{-\Delta}) \frac{\overline{w^{n}}}{2}\right) \\
& +\cos \left(\frac{w^{n}}{2}\right) \varphi_{2}(-2 \tau \sqrt{-\Delta}) \exp (2 \tau \sqrt{-\Delta}) \sin \left(\exp (-2 \tau \sqrt{-\Delta}) \frac{\overline{w^{n}}}{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(w^{n}\right)= & \sin \left(\exp (\tau \sqrt{-\Delta}) w^{n}\right) \varphi_{2}(-2 \tau \sqrt{-\Delta}) \cos \left(\exp (\tau \sqrt{-\Delta}) \overline{w^{n}}\right) \\
& +\cos \left(\exp (\tau \sqrt{-\Delta}) w^{n}\right) \varphi_{2}(-2 \tau \sqrt{-\Delta}) \sin \left(\exp (\tau \sqrt{-\Delta}) \overline{w^{n}}\right)
\end{aligned}
$$

- The recent second-order IMEX method for semilinear second-order wave equations from [17], that we refer to as h121. This method computes approximations $u^{n+1}$, $v^{n+1}$ to $u\left(t_{n+1}\right), u_{t}\left(t_{n+1}\right)$ at discrete times $t_{n+1}=t_{0}+(n+1) \tau$ with the time step size $\tau$ as

$$
\begin{aligned}
& v^{n+\frac{1}{2}}=\left(1-\frac{\tau^{2}}{4} \Delta\right)^{-1}\left(v^{n}+\frac{\tau}{2} \sin \left(u^{n}\right)+\frac{\tau}{2} \Delta u^{n}\right) \\
& u^{n+1}=u^{n}+\tau v^{n+\frac{1}{2}} \\
& v^{n+1}=2 v^{n+\frac{1}{2}}-v^{n}+\frac{\tau}{2}\left(\sin \left(u^{n+1}\right)-\sin \left(u^{n}\right)\right)
\end{aligned}
$$

- Another natural choice for measuring the performances of our scheme is the class of second-order trigonometric integrators expressly designed for the discretization in time of the spatially discrete nonlinear Klein-Gordon equation with periodic boundary conditions. This class of trigonometric integrators computes approximations $u^{n+1}$, $v^{n+1}$ to $u\left(t_{n+1}\right), u_{t}\left(t_{n+1}\right)$ at discrete times $t_{n+1}=t_{0}+(n+1) \tau$ with the time stepsize $\tau$ as

$$
\binom{u^{n+1}}{v^{n+1}}=\exp \left(\tau\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\right)\binom{u^{n}}{v^{n}}+\frac{\tau}{2}\binom{\tau \Psi \sin \left(\Psi u^{n}\right)}{\Psi_{0} \sin \left(\Psi u^{n}\right)+\Psi_{1} \sin \left(\Psi u^{n}\right)} .
$$

The matrices $\Phi, \Psi, \Psi_{0}$, and $\Psi_{1}$ are filters defined by

$$
\Phi=\phi(\tau \Sigma), \quad \Psi=\psi(\tau \Sigma), \quad \Psi_{0}=\psi_{0}(\tau \Sigma), \quad \Psi_{1}=\psi_{1}(\tau \Sigma)
$$

with filter functions $\phi, \psi, \psi_{0}$, and $\psi_{1}$ that satisfy $\phi(0)=\psi(0)=\psi_{0}(0)=\psi_{1}(0)=1$. The choice of such filters uniquely characterizes a method. For even filter functions, the method is symmetric if and only if

$$
\begin{equation*}
\psi(x)=\operatorname{sinc}(x) \psi_{1}(x), \quad \psi_{0}(x)=\cos (x) \psi_{1}(x), \tag{4.1}
\end{equation*}
$$

and it is symplectic if and only if $\psi(x)=\operatorname{sinc}(x) \phi(x)$. Popular choices of the filter functions are
(B) The one with $\psi(x)=\operatorname{sinc}(x), \phi(x)=1, \psi_{0}$ and $\psi_{1}$ as in (4.1). This is the impulse method by Deuflhard [9].
(C) The one with $\psi(x)=\operatorname{sinc}^{2}(x), \phi(x)=\operatorname{sinc}(x), \psi_{0}$ and $\psi_{1}$ as in 4.1). This is the mollified impulse method by García-Archilla, Sanz-Serna \& Skeel 12].
(E) The one with $\psi(x)=\operatorname{sinc}^{2}(x), \phi(x)=1, \psi_{0}$ and $\psi_{1}$ as in 4.1). This is the trigonometric exponential-type integrator by Hairer \& Lubich 15.
(G) The one with $\psi(x)=\operatorname{sinc}^{3}(x), \phi(x)=\operatorname{sinc}(x), \psi_{0}$ and $\psi_{1}$ as in 4.1). This is the trigonometric exponential-type integrator by Grimm \& Hochbruck [14].
( $\tilde{B}$ ) The one with $\psi(x)=\chi_{[-\pi, \pi]}(x) \operatorname{sinc}(x), \phi(x)=\chi_{[-\pi, \pi]}(x) \psi_{0}$ and $\psi_{1}$ as in 4.1]. This is the method introduced by Gauckler [11].
For a precise overview and for more information on this class of trigonometric methods we refer the reader to 11 . In our tests it turned out that the methods $B$ and $\tilde{B}$ are neatly superior to all the other options, therefore we will only include these two into the data presentation, referring to them as, respectively, d79 and g15.

- The second order classical Strang splitting scheme from [31, that we refer to as ss68. This method computes approximations $u^{n+1}, v^{n+1}$ to $u\left(t_{n+1}\right), u_{t}\left(t_{n+1}\right)$ at discrete times $t_{n+1}=t_{0}+(n+1) \tau$ with the time step size $\tau$ as

$$
\begin{gathered}
\binom{u^{n+\frac{1}{2}}}{v^{n+\frac{1}{2}}}=\exp \left(\frac{\tau}{2}\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\right)\binom{u^{n}}{v^{n}} \\
\binom{u^{n+1}}{v^{n+1}}=\exp \left(\frac{\tau}{2}\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)\right)\binom{u^{n+\frac{1}{2}}}{v^{n+\frac{1}{2}}+\tau \sin \left(u^{n+\frac{1}{2}}\right)}
\end{gathered}
$$

The $H^{1}(\Omega) \times L^{2}(\Omega)$ relative errors of the numerical solutions given by the above-mentioned methods and our new method -the corrected Lie method (which we refer to as c_lie)- are presented in Figures 1 to 6 for nonsmooth $H^{1}(\Omega) \times L^{2}(\Omega)$ initial data and smooth initial data, respectively. The numerical results indicate that the new method proposed in this article has second-order convergence for the nonsmooth $H^{1}(\Omega) \times L^{2}(\Omega)$ initial data, while


Figure 1. Errors of the numerical solutions with one-dimensional $H^{1}(\Omega) \times$ $L^{2}(\Omega)$ initial data. The dashed lines indicate orders 1 and 2 , respectively.


Figure 2. Errors of the numerical solutions with one-dimensional smooth initial data. The dashed line indicates order 2.
all other second-order methods are practically first-order convergent in the nonsmooth case. Finally, all methods have second-order convergence for sufficiently smooth initial data.


Figure 3. Errors of the numerical solutions with two-dimensional $H^{1}(\Omega) \times$ $L^{2}(\Omega)$ initial data. The dashed lines indicate orders 1 and 2 , respectively.


Figure 4. Errors of the numerical solutions with two-dimensional smooth initial data. The dashed line indicates order 2.
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Figure 6. Errors of the numerical solutions with three-dimensional smooth initial data. The dashed line indicates order 2.
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