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BOUNDARY PROBLEMS FOR THE FRACTIONAL AND
TEMPERED FRACTIONAL OPERATORS*

WEIHUA DENGT, BUYANG LI¥, WENYI TIANS, AND PINGWEN ZHANGY

Abstract. For characterizing the Brownian motion in a bounded domain: €2, it is well-known
that the boundary conditions of the classical diffusion equation just rely on the given information
of the solution along the boundary of a domain; on the contrary, for the Lévy flights or tempered
Lévy flights in a bounded domain, it involves the information of a solution in the complementary
set of Q, i.e., R™\Q, with the potential reason that paths of the corresponding stochastic process
are discontinuous. Guided by probability intuitions and the stochastic perspectives of anomalous
diffusion, we show the reasonable ways, ensuring the clear physical meaning and well-posedness of
the partial differential equations (PDEs), of specifying ‘boundary’ conditions for space fractional
PDEs modeling the anomalous diffusion. Some properties of the operators are discussed, and the
well-posednesses of the PDEs with generalized boundary conditions are proved.

Key words. Lévy flight; Tempered Lévy flight; Well-posedness; Generalized boundary condi-
tions

1. Introduction. The phrase ‘anomalous is normal’ says that anomalous dif-
fusion phenomena are ubiquitous in the natural world. It was first used in the title
of [24], which reveals that the diffusion of classical particles on a solid surface has
rich anomalous behaviour controlled by the friction coefficient. In fact, anomalous
diffusion is no longer a young topic. In the review paper [5], the evolution of par-
ticles in disordered environments was investigated; the specific effects of a bias on
anomalous diffusion were considered; and the generalizations of Einstein’s relation in
the presence of disorder were discussed. With the rapid development of the study
of anomalous dynamics in diverse field, some deterministic equations are derived,
governing the macroscopic behaviour of anomalous diffusion. In 2000, Metzler and
Klafter published the survey paper [22] for the equations governing transport dy-
namics in complex system with anomalous diffusion and non-exponential relaxation
patterns, i.e., fractional kinetic equations of the diffusion, advection-diffusion, and
Fokker-Planck type, derived asymptotically from basic random walk models and a
generalized master equation. Many mathematicians have been involved in the re-
search of fractional partial differential equations (PDEs). For fractional PDEs in a
bounded domain 2, an important question is how to introduce physically meaningful
and mathematically well-posed boundary conditions on 9 or R™\{2.

Microscopically, diffusion is the net movement of particles from a region of higher
concentration to a region of lower concentration; for the normal diffusion (Brownian
motion), the second moment of the particle trajectories is a linear function of the
time ¢; naturally, if it is a nonlinear function of ¢, we call the corresponding diffu-
sion process anomalous diffusion or non-Brownian diffusion [22]. The microscopic
(stochastic) models describing anomalous diffusion include continuous time random
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walks (CTRWSs), Langevin type equation, Lévy processes, subordinated Lévy pro-
cesses, and fractional Brownian motion, etc.. The CTRWSs contain two important
random variables describing the motion of particles [23], i.e., the waiting time ¢ and
jump length 7. If both the first moment of £ and the second moment of 7 are finite in
the scaling limit, then the CTRWs approximate Brownian motion. On the contrary,
if one of them is divergent, then the CTRWSs characterize anomalous diffusion. Two
of the most important CTRW models are Lévy flights and Lévy walks. For Lévy
flights, the £ with finite first moment and 7 with infinite second moment are inde-
pendent, leading to infinite propagation speed and the divergent second moments of
the distribution of the particles. This causes much difficulty in relating the models to
experimental data, especially when analyzing the scaling of the measured moments
in time [30]. With coupled distribution of £ and 7 (the infinite speed is penalized by
the corresponding waiting times), we get the so-called Lévy walks [30]. Another idea
to ensure that the processes have bounded moments is to truncate the long tailed
probability distribution of Lévy flights [19]; they still look like a Lévy flight in not
too long a time. Currently, the most popular way to do the truncation is to use the
exponential tempering, offering the technical advantage of still being an infinitely di-
visible Lévy process after the operation [21]. The Lévy process to describe anomalous
diffusion is the scaling limit of CTRWs with independent & and 7. It is character-
ized by its characteristic function. Except Brownian motion with drift, the paths of
all other proper Lévy processes are discontinuous. Sometimes, the Lévy flights are
conveniently described by the Brownian motion subordinated to a Lévy process [6].
Fractional Brownian motions are often taken as the models to characterize subdiffu-
sion [18].

Macroscopically, fractional (nonlocal) PDEs are the most popular and effective
models for anomalous diffusion, derived from the microscopic models. The solution
of fractional PDEs is generally the probability density function (PDF) of the position
of the particles undergoing anomalous dynamics; with the deepening of research, the
fractional PDEs governing the functional distribution of particles’ trajectories are also
developed [28, 29]. Two ways are usually used to derive the fractional PDEs. One
is based on the Montroll-Weiss equation [23], i.e., in Fourier-Laplace space, the PDF
p(X,t) obeys

1= 60w  poli)
u 1—U(u, k)’

(1) Pk, u) =

where pg(k) is the Fourier transform of the initial data; ¢(u) is the Laplace transform
of the PDF of waiting times & and ¥(u, k) the Laplace and the Fourier transforms of
the joint PDF of waiting times £ and jump length 7. If £ and n are independent, then
U(u, k) = ¢p(u)p(k), where ¢(k) is the Fourier transform of the PDF of n. Another
way is based on the characteristic function of the a-stable Lévy motion, being the
scaling limit of the CTRW model with power law distribution of jump length 5. In
the high dimensional case, it is more convenient to make the derivation by using the
characteristic function of the stochastic process. According to the Lévy-Khinchin
formula [2], the characteristic function of Lévy process has a specific form

2) [ XD X = B(eX) = o0,

where

, 1 k. .
(k) = ia -k — 5 (k- bk) +/ [e7% =1 — ik - X)xqix)<ay] ¥(dX);
R\ {0}
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Fig. 1: Sketch map for the physical environment suitable for Eq. (7).

here 7 is the indicator function of the set I, a € R™, b is a positive definite symmetric
n X n matrix and v is a sigma-finite Lévy measure on R™\{0}. When a and b are
zero and

Br(*42)
91=Brn/2D(1 — §/2)

(3) v(dX) = X[~ "dX,

the process is a rotationally symmetric S-stable Lévy motion and its PDF solves

Ip(X,t)
() WD) _ arrep(x. ),
where F(AP/?p(X,t)) = —|k|?F(p(X,t)) [26]. If replacing (3) by the measure of

isotropic tempered power law with the tempering exponent A, then we get the corre-
sponding PDF evolution equation
op(X,t

) XD _ (a4 272X 1),
where (A + \)?#/2 is defined by (32) in physical space and by (34) in Fourier space.

In practice, the choice of v(dX) depends strongly on the concrete physical envi-
ronment. For example, Figure 1 clearly shows the horizontal and vertical structure.
So, we need to take the measure as (if it is superdiffusion)

BT (HL)
21-Birl/2T(1 — 8,/2)
Bal (42)
21-B2r1/2T (1 — B5/2)

v(dX) = v(dxi1dxg) = |x1|_’61_15(x2)dx1dx2

(6)

5(x1)|xQ|_62_1dx1de,

where 51 and 8 belong to (0,2). If a and b equal to zero, then it leads to diffusion
equation

1) Op(x1,X2,1) _ 0P p(x1,%x2,t) | 0P2p(x1,%2,1)
ot 8|X1|f61 6|x2|52 :

Under the guidelines of probability intuitions and stochastic perspectives [15] of
Lévy flights or tempered Lévy flights, we discuss the reasonable ways of defining
fractional partial differential operators and specifying the ‘boundary’ conditions for
their macroscopic descriptions, i.e., the PDEs of the types Eqgs. (4), (5), (7), and

3
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their extensions, e.g., the fractional Feynman-Kac equations [28, 29]. For the related
discussions on the nonlocal diffusion problems from a mathematical point of view,
one can see the review paper [10]. The divergence of the second moment and the
discontinuity of the paths of Lévy flights predicate that the corresponding diffusion
operators should defined on R™, which further signify that if we are solving the equa-
tions in a bounded domain €2, the information in R™\ should also be involved. We
will show that the generalized Dirichlet type boundary conditions should be specified
as p(X,t)|rm\o = g(X, t). If the particles are killed after leaving the domain €2, then
g(X,t) = 0, i.e., the so-called absorbing boundary conditions. Because of the dis-
continuity of the jumps of Lévy flights, a particular concept ‘escape probability’ can
be introduced, which means the probability that the particle jumps from the domain
Q into a domain H C R™\; for solving the escape probability, one just needs to
specify g(X) =1 for X € H and 0 for X € (R"\Q)\H for the corresponding time-
independent PDEs. As for the generalized Neumann type boundary conditions, our
ideas come from the fact that the continuity equation (conservation law) holds for
any kinds of diffusion, since the particles can not be created or destroyed. Based on
the continuity equation and the governing equation of the PDF of Lévy or tempered
Lévy flights, the corresponding flux j can be obtained. So the generalized reflecting
boundary conditions should be j|gn\o = 0, which implies (V - j)|gn\o = 0. Then, the
generalized Neumann type boundary conditions are given as (V - j)|zrm\o = 9(X, 1),
e.g., for (4), it should be taken as (Aﬁ/Qp(X, t)) |rm\@ = 9(X, t). The well-posednesses
of the equations under our specified generalized Dirichlet or Neumann type boundary
conditions are well established.

Overall, this paper focuses on introducing physically reasonable boundary con-
straints for a large class of fractional PDEs, building a bridge between the physical and
mathematical communities for studying anomalous diffusion and fractional PDEs. In
the next section, we recall the derivation of fractional PDEs. Some new concepts are
introduced, such as the tempered fractional Laplacian, and some properties of anoma-
lous diffusion are found. In Sec. 3, we discuss the reasonable ways of specifying the
generalized boundary conditions for the fractional PDEs governing the position or
functional distributions of Lévy flights and tempered Lévy flights. In Sec. 4, we prove
well-posedness of the fractional PDEs under the generalized Dirichlet and Neumann
boundary conditions defined on the complement of the bounded domain. Conclusion
and remarks are given in the last section.

2. Preliminaries. For well understanding and inspiring the ways of specifying
the ‘boundary constrains’ to PDEs governing the PDF of Lévy flights or tempered
Lévy flights, we will show the ideas of deriving the microscopic and macroscopic
models.

2.1. Microscopic models for anomalous diffusion. For the microscopic de-
scription of the anomalous diffusion, we consider the trajectory of a particle or a
stochastic process, i.e., X(t). If (|X(¢)|*) ~ t, the process is normal, otherwise it is
abnormal. The anomalous diffusions of most often happening in natural world are
the cases that (|X(t)|?) ~ ¢7 with v € [0,1) U (1,2]. A Lévy flight is a random walk
in which the jump length has a heavy tailed (power law) probability distribution,
i.e., the PDF of jump length r is like r=#~" with 3 € (0,2), and the distribution
in direction is uniform. With the wide applications of Lévy flights in characterizing
long-range interactions [3] or a nontrivial “crumpled” topology of a phase (or con-
figuration) space of polymer systems [27], etc, its second and higher moments are
divergent, leading to the difficulty in relating models to experimental data. In fact,
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Fig. 2: Random trajectories (1000 steps) of Lévy flight (8 = 0.8), tempered Lévy
flight (8 = 0.8, A = 0.2), and Brownian motion.

154 for Lévy flights (|X(2)|°) ~ t9/% with 0 < § < 8 < 2. Under the framework of CTRW,
155 the model Lévy walk [25] can circumvent this obstacle by putting a larger time cost
156 to a longer displacement, i.e., using the space-time coupled jump length and waiting
157 time distribution W(r,t) = 16(r — vt)¢(t). Another popular model is the so-called
158 tempered Lévy flights [16], in which the extremely long jumps is exponentially cut
159 by using the distribution of jump length e~"*+~8~" with \ being a small modulation
160 parameter (a smooth exponential regression towards zero). In not too long a time,
161 the tempered Lévy flights display the dynamical behaviors of Lévy flights, ultraslowly
162 converging to the normal diffusion. Figure 2 shows the trajectories of 1000 steps of
163 Lévy flights, tempered Lévy flights, and Brownian motion in two dimensions; note
164 the presence of rare but large jumps compared to the Brownian motion, playing the
165 dominant role in the dynamics.

Using Berry-Esséen theorem [12], first established in 1941, which applies to the
convergence to a Gaussian for a symmetric random walk whose jump probabilities
have a finite third moment, we have that for the one dimensional tempered Lévy
flights with the distribution of jump length Ce™"*7~#~! the convergence speed is

5 T@E-5) )\—%BL
2v/2C T(2 — B)3/2 Vm’

166 which means that the scaling law for the number of steps needed for Gaussian behavior
167 to emerge as

165 (8) m~ AP
169 More concretely, letting X, X, ---, X,;, be ii.d. random variables with PDF
170 Ce™™r=A=1 and E(|X;]?) = 02 > 0, then the cumulative distribution function

171 (CDF) Qm of Y, = (X1 + Xo + -+ + X,,,)/(0y/m) converges to the CDF Q(X)
172 of the standard normal distribution as

(XP) 1 _ 5 13-8)
(IX[2)3/2 /m  2:/2CT(2 - B)*/2 Vvm'

173 |Qm (X) — Q(X)| < g
174 since

s (X :c/ X [Pe XX~ 1g|X] :20/ e MXIXB-0-14/X| = 203 3T (3-B)
oo 0

5



176 and
177 (|X]?) :c/ 1X|2e MXIX| A1 |X | = 20/ e XX 2A-1g|X | = 20021 (2 ).
—00 0

178 From Eq. (8), it can be seen that with the decrease of A, the required m for the
179 crossover between Lévy flight behavior and Gaussian behavior increase rapidly. A
180 little bit counterintuitive observation is that the number of variables required to the
181 crossover increases with the increase of f3.

182 We have described the distributions of jump length for Lévy flights and tempered
183 Lévy flights, in which Poisson process is taken as the renewal process. We denote the
184 Poisson process with rate ¢ > 0 as N(¢) and its waiting time distribution between two

185 events is Ce~¢*. Then the Lévy flights or tempered Lévy flights are the compound
N(t)

186 Poisson process defined as X(t) = >~ X, where X; are i.i.d. random variables with
§=0

187 the distribution of power law or tempered power law. The characteristic function of

188 X(¢) can be calculated as follows. For real k, we have

Bk, t) = B(e™X)

E(e™ XM | N(t) = j)P(N(t) = j)

o

<.
I
=)

E(e™ XotXat4X5) | N(¢) = §)P(N(t) = 5)

©
I
hE

189

<.
I
<)

‘I’o(k)j(cj?je_ct

M

<.
I
<)

_ (CH(@o(9)=1)

190 where ®¢(k) = E(e’*X0), being also the characteristic function of Xy, Xa, -+, Xj
191  since they are i.i.d.

192 In the CTRW model describing one dimensional Lévy flights or tempered Lévy
103 flights, the PDF of waiting times is taken as (e ~¢* with its Laplace transform ¢/(u+¢)
194 and the PDF of jumping length is ¢ #r=#=1 or e *"r=#~1 with its Fourier transform
195 1 —=cPlk|P or 1 —cg[(A+ik)® — AP] — cga[(A — ik)® — AP]. Substituting them into
196 the Montroll-Weiss Eq. (1) with po(k) = 1 (the initial position of particles is at zero),
197 we get that p(k,u) of Lévy flights solves

1

98 (10 p(k,u) = ————7=;
s (10) (k) = AT
199 and the p(k,u) of tempered Lévy flights obeys

1
u+ CC@A[()\ + ’ik)ﬁ — )\B] + CCﬁ,A[O\ — ik)ﬁ — /\ﬁ].

200 (11) plk,u) =

201 If the subdiffusion is involved, we need to choose the PDF of waiting times as
202 &=l with a € (0,1) and its Laplace transform 1 — ¢®u®. Then from (1),
203 we get that

pee?

C

ul = (1= (1= cau)p(k))
6

204 (12) p(k,u) =
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For high dimensional case, the Lévy flights can also be characterized by Brow-
nian motion subordinated to a Lévy process. Let Y (¢) be a Brownian motion with
Fourier exponent —|k|? and S(t) a subordinator with Laplace exponent u”/2 that is
independent of Y (t). The process X(¢t) = Y(S(¢)) is describing Lévy flights with
Fourier exponent —|k|?, being the subordinate process of Y (¢). In effect, denote the
characteristic function of Y (¢) as ®,(k) and the one of S(¢) as ®4(u). Then the
characteristic function of X(t) is as follows:

Pk, t) = / e Xp (X, 1)dX
R:o '
(13) :/ /e*%MijYm@mh
O n

:/ e TC® Dy (7 t)dr
0
P (= Py (K))

= e ,
where p;, py, and ps, are respectively the PDFs of the stochastic processes X, Y, and
S. Similarly, in the following, we denote p with subscript (lowercase letter) as the
PDF of the corresponding stochastic process (uppercase letter).

This paper mainly focuses on Lévy flights and tempered Lévy flights. If one is
interested in subdiffusion, instead of Poisson process, the fractional Poisson process
should be taken as the renewal process, in which the time interval between each pair
of events follows the power law distribution. Let Y (¢) be a general Lévy process
with Fourier exponent @, (k) and S(t) a strictly increasing subordinator with Laplace
exponent u® (a € (0,1)). Define the inverse subordinator F(t) = inf{r > 0: S(7) >
t}. Since ¢ = S(r) and 7 = E(t) are inverse processes, we have P(E(t) < 7) =
P(S(t) > t). Hence

1) pe = PEED - B sy <ol =4 [ ptn

In the above equation, taking Laplace transform w.r.t ¢ leads to

9
or

For the PDF p,(X,t) of X(t) = Y(E(t)), there holds

4 R R
167'“:0(167'11.

(15) Pe(T;u) = u

(16) (X, 1) = /000 Dy(X, T)pe (T, t)dT.

Performing Fourier transform w.r.t. X and Laplace transform w.r.t. ¢ to the above
equation results in

P (k) = / 7y e, u)dr

0

ua—l

u® + @y (k)
7
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Remark. According to Fogedby [14], the stochastic trajectories of (scale limited)
CTRW X(E}) can also be expressed in terms of the coupled Langevin equation

{ X(7) = F(X(r)) +n(7),
S(r) = &(r),

where F(X) is a vector field; E; is the inverse process of S(t); the noises n(7) and
&(7) are statistically independent, corresponding to the distributions of jump length
and waiting times.

(18)

2.2. Derivation of the macroscopic description from the microscopic
models. This section focuses on the derivation of the deterministic equations gov-
erning the PDF of position of the particles undergoing anomalous diffusion. It shows
that the operators related to (tempered) power law jump lengths should be defined
on the whole unbounded domain R"™, which can also be inspired by the rare but ex-
tremely long jump lengths displayed in Figure 2; the fact that among all proper Lévy
processes Brownian motion is the unique one with continuous paths further consol-
idates the reasonable way of defining the operators. We derive the PDEs based on
Egs. (9), (13), and (16), since they apply for both one and higher dimensional cases.
For one dimensional case, sometimes it is convenient to use (10), (11), and (12).

When the diffusion process is rotationally symmetric S-stable, i.e., it is isotropic
with PDF of jump length c/g,nr*ﬁ’” and its Fourier transform 1 — |k|ﬁ, where n is
the space dimension. In Eq. (9), taking ¢ equal to 1, we get the Cauchy equation

dp(k,t) .
(19) T — k[ p(k, t).
Performing inverse Fourier transform to the above equation leads to
op(X,t
(20) WD) _ arrzp(x ),

where

Aﬂ/gp(X7t) = —Cn,p lim wdy

e—=0t €¢B.(X) |X — Y|n+ﬁ

(21)

1 X+Y,t X-Y,t)-2 p(X,t
:7Cn7ﬁ/ p( + ) )+p( 7) p( 7)dY

92 |Y|n+ﬂ
with [8]
G )
w8 T Q=B rn/2T(1 - B/2)
For the more general cases of Eq. (9), there is the Cauchy equation

dﬁ(dl? D (@(k) — 1)p(k, 1),

so the PDF of the stochastic process X solves (taking ¢ = 1)

WD) 1 f (@ (k) — 1)j(k, 1)}

ot
_ / (X +Y, 1) — p(X, )]u(dY),
R\ {0}

8

(22)

(23)

(24)
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where v(dY) is the probability measure of the jump length. Sometimes, to overcome
the possible divergence of the terms on the right hand side of Eq. (24) because of the
possible strong singularity of v(dY) at zero, the term

Po(k) —1= / [e®Y — 1] v(dY)
Rm\{0}
is approximately replaced by
(25) /Rn\{o} [eikiY —1—i(k- Y)X{ma}} v(dY);

then the corresponding modification to Eq. (24) is

(26) Ip(X., 1) :/
ot R~7\{0}

where y; is the component of Y, ie., Y = {y1,y2, -+ ,yu}’. If v(=dY) = v(dY),
the integration of the summation term of above equation equals to zero.

If the diffusion is in the environment having a structure like Figure 1, the proba-
bility measure should be taken as

p(X+Y,t) —p(X,t) - Zyi(aip(xv t))X{|Y\<1} v(dY),

(27)
v(dX) = v(dxidxadxs - - - dx;,)
Bil(HL) Bi-1
= TP p1/20(1 — 1)) |x1] 0(x2)d(x3) - - - 0(xy, )dx1dxodxs - - - dx,
BT (H52) a1
+ Sl 2IT(1 = Ba/2) |x2] 0(x1)0(x3) - - - 0(xy )dx1dx2dX3 - - - dXp + - - -
nF 148,
+ Bl (Z57) |Xn‘75"715(X1)6(X2)'"5(Xn_1)dX1dX2dX3"'dxn,

21=Fn /2T (1 — f3,/2)

where 1, B2, -+, B belong to (0,2). Plugging Eq. (27) into Eq. (24) leads to

(28)
ap(xl, . ,Xn,t> _ 851p(x17 . 7X’I’L7t) 862p(x17 . ,Xn7t)+. ) -+6/8np(xl7 . 7X'n,7t)
ot d|x1 |8 O|xz|P2 %, |Pn
where
86jp(x17... , X at) )
]:( a|xj|ﬁj n :—|kj‘BJp(X1’... X1, K, X, X, t)
8,
and W in physical space is defined by (21) with n = 1; in particular, when
J
B € (1,2), it can also be written as
(29)
8ij(xl e X t) 1 82 oo 15,
’ ’ ’ — _ — L : - - n,t dy.
;% 2cos(Bm/2)0(2 — B;) Ox? /—oo Py =y TR G a3y X D)y

It should be emphasized here that when characterizing diffusion processes related
with Lévy flights the operators should be defined in the whole space. Another issue
that also should be stressed is that when 8y = 8y = --- = 8, = 1, Eq. (28) is still
describing the phenomena of anomalous diffusion, including the cases that they belong

9
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to (0,1); the corresponding ‘first’ order operator is nonlocal, being different from the
classical first order operator, but they have the same energy in the sense that

- (5;0()(1,"' 7Xn,t)) r (8p(x1,--~ ,xn,t)>

8|Xj| 8|Xj‘
:f(ap(xl7"'7Xn7t)>]_—<8p(xly"'aXnat)>
an an
= (k‘lj)ZﬁQ(X17... 7Xj—17kj7xj+1?”' ,Xn,t);

F(AY2p(X,0)) F (A172p(X, 1))
= F(Vp(X. 1)) - F (Vp(X, 1)) = [k[*p* (k. 1),

even though A'/2 and V are completely different operators, where the notation T
stands for the complex conjugate of v.

If the subdiffusion is involved, the derivation of the macroscopic equation should
be based on Eq. (17). For getting the term related to time derivative, the inverse
Laplace transform should be performed on u®p(k, u) —u®~1. Since p(k,t = 0) is taken
as 1, there exists

(30) L7 (wp(k,u) — w7l = ﬁ/o (t— T)ia%d’ﬂ

which is usually denoted as § D&p(k, t), the so-called Caputo fractional derivative. So,
if both the PDF's of the waiting time and jump lengths of the stochastic process X are
power law, the corresponding models can be obtained by replacing % with g Dy in
Egs. (20), (24), (26), and (28). Furthermore, if there is an external force F(X) in the
considered stochastic process X, we need to add an additional term V- (F(X)p(X,t))
on the right hand side of Eqs. (20), (24), (26), and (28).

Here we turn to another important and interesting topic: tempered Lévy flights.
Practically it is not easy to collect the value of a function in the unbounded area
R™\. This is one of the achievements of using tempered fractional Laplacian. It is
still isotropic but with PDF of jump length cg,, xe *"r~#~". The PDF of tempered
Lévy flights solves

X,t
(81) PR (a4 720X, 1),
where
B/2 _ . p(Xat)_p(th)
(B+ VTP 1) = —enpr 61—1}61* ¢B.(x) NXTYIX = Y| th Y
(32)
= ZCn,B,)\ . e>‘|Y|‘Y|n+B
with
-I'(3)
(%) N

10
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The choice of the constant as the one given in (33) leads to
(34)

F ((A + A)Wp(x,t)) = (M= (024 k2% +O(kP?)p(k,t) with 8 € (0,1)U(1,2).

However, if A = 0, one needs to choose the constant as the one given in (22) to make
sure F (AP/2p(X,t)) = —|k|?p(k,t). The reason is as follows.

ek Y | o—ikY _

F (84 "20(X.0) = senn [ 2e-NYIgY - F(p(X, 1))

2 \Y\"+5

1—cosk-Y) _
= —Cn,B,\ /n We MYy F(p(X,1)).

For 8 € (0,1) U (1,2), then we have

l—cosk-Y) . 1—cos(lkly1) ~ .18 1 —cos(x1) -2 x|
/Rn oy Y = [ oy Y =K e e M AX

— B T n—1 s n—2
= C|k| /0 e o IS (/0 (1 — cos(rcos61)) sin (01)d¢91)dr

= Wlﬁ_’_l)CWkVa_Q)\2 /Ooo eiﬁ%_ﬂ"'l(/7r (1 — cos(r cos 1)) sin"_z(al)dﬂl)dr

0

A=A +1
_%,BC“('B/O e_ﬁrrfg(/o sin(r cos 61)) sin"72(01)cos(01)d01>dr

= OF(_B)\/EF(”T_I))\B [1 —2F1(2_ﬂ 3-B.n, |k|2>

L )C’\k\ﬁfl/\/ 67%‘T7‘76+1(/ sin(r cos 61)) sin"72(01)cos(01)d01)dr
0 0

I'(3) 2 72 T2\
2-Bk> (3-8, B.n [k/”
- (R g )
1-Blk _(2-83-8n [K|*
o (R gy
VI [s s B1-Bn K
_ VAL (o ys(y o K23 Bn+f-1n [k
=CI(-p) e) A /\(H A2) 2F1(*§’ 2 ’§’A2+Ikl2)

N : 8 -1 k|2
_ Cr(—ﬂ)% N (2 4 k) om0 O |+|\k\2)]’
2 L

where 5 F is the Gaussian hypergeometric function and

c= (/OTr sin” = (6)df) - (/OW Sin (0 >) 0 ) (/OQW a0, 1) = FQZTn_l)

So

_ T
21T ()

The PDEs for tempered Lévy flights or tempered Lévy flights combined with subdif-

fusion can be similarly derived, as those done in this section for Lévy flights or Lévy

11
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326

flights combined with subdiffusion. Here, we present the counterpart of Eq. (28),

(35)

Op(x1, -+ Xn,t) O p(x1,+ -+, Xn, t) +8ﬁ2’Ap(X1, cee X, 1) e .+8’8”“)‘p(x1, C X, t)
ot T o Dz P2 B[ [P

where the operator W is defined by taking 3 = 3; and n = 1 in Eq.
(32). Again, even for the tjempered Lévy flights, all the related operators should be
defined on the whole space, because of the very rare but still possible unbounded
jump lengths.

All the above derived PDEs are governing the PDF of the position of particles. If
one wants to dig out more deep informations of the correspondin% stochastic processes,
analyzing the distribution of the functional defined by A = [ U(X(7))dr is one of
the choices, where U is a prespecified function. Denote the PDF of the functional A
and position X as G(X, A,t) and the counterpart of A in Fourier space as gq. Then

G(X,g,t) solves [28]

0G(X, gt s , .
o) 2O ARDICGX 1) + iU (K)EX 0.1
for Lévy flights combined with subdiffusion; and [29]
9G(X, q,t Ca , -
ar)  POEED (A 0D X g, ) + iU (X)G(K g1

for tempered Lévy flights combined with subdiffusion, where

Dled(X L [0 ool [0 ax oma
¢ ( 7q’t)_F(a)[3t_zq ( )]/O(t—r)l—a (X, q,7)dr.

If one is only interested in the functional A (not caring position X), then Gx, (g, t)
is, respectively, governed by [28]

oG t . .
(38) % = Ka’ﬁDtliaAﬁ/QGxo (Qa t) + ZqU(X)GXO (qu t)
and [29]
oG t R X
(g0)  29%l@D) _ g pia(a 1 APk, (0.0) + gl (X)Cxo (0,1)

ot

for Lévy flights and tempered Lévy flights, combined with subdiffusion; the X, in
Gx,(g,t) means the initial position of particles, being a parameter.

3. Specifying the generalized boundary conditions for the fractional
PDESs. After introducing the microscopic models and deriving the macroscopic ones,
we have insight into anomalous diffusions, especially Lévy flights and tempered Lévy
flights. In Section 2, all the derived equations are time dependent. From the process
of derivation, one can see that the issue of initial condition can be easily /reasonably
fixed, as classical ones, just specifying the value of p(X,0) in the domain 2. For Lévy
processes, except Brownian motion, all others have discontinuous paths. As a result,
the boundary 052 itself (see Figure 3) can not be hit by the majority of discontinuous
sample trajectories. This implies that when solving the PDEs derived in Section 2, the
generalized boundary conditions must be introduced, i.e., the information of p(X,t)
on the domain R™\Q must be properly accounted for. In the following, we focus on
Egs. (20), (28), (31), (35) to discuss the boundary issues.

12
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Fig. 3: Domain of solving equations given in Section 2.

3.1. Generalized Dirichlet type boundary conditions. The appropriate
initial and boundary value problems for Eq. (20) should be
(40)
Op(X.t) _ poso _ e / P ) = p(Yot) o
o AP = ST = ) o Jem g X YR Y
p(X70)|Q = pO(X)a
p(X, 8)|rm\ = 9(X, 1).

In Eq. (40), the term

li p(Xa t) _p(th)
1um —+ﬁ
e—0t chE(X) ‘X. - Y|TL

p(X,t) — p(Y,t) dY +/ p(X,t) —g(Y,1) dY
RM\Q

dY

= lim

=0t Jiwp. (x)ne) |X = Y[H8 X —Y|+h

(41)
— fim PR =P LX) X — Y| " Py
=0t Jigp.(x)no) X = Y[HP P Rn\Q
_g(Y?t)
+/ —————dY.
r\Q [ X — Y[ 8

According to Eq. (41), g(X,t) should satisfy that there exist positive M and C' such
that when |X| > M,

lg(X, 1)

) X

< C for positive small e.

In particular, when Eq. (42) holds, the function fRn\Q %dY of X has any order
of derivative if g(X,t) is integrable in any bounded domain. One of the most popular
cases is g(X,t) = 0, which is the so-called absorbing boundary condition, implying
that the particle is killed whenever it leaves the domain 2. Another interesting case
is for the steady state fraction diffusion equation

(43) { AP2p(X) =0 inQ,

p(X) |]R"\Q = g(X).

Given a domain H C R\, if taking g(X) =1 for X € H and 0 for X € (R"\Q)\H,
then the solution of (43) means the probability that the particles undergoing Lévy

13
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363
364
365

366

368

376

377

383

flights lands in H after first escaping the domain Q [7]. If ¢(X) = 1 in R™*\Q, then
p(X) equals to 1 in £ because of the probability interpretation. This can also be
analytically checked.

For the initial and boundary value problem Eq. (28), it should be written as

8p(X17 e aX’rHt) — 861p(X1, e ,Xn,t) 852P(X1a o 7Xnat)
ot O|x |P1 9Jxa|P2
IPrp(xy, -+ X, )
44 +- L in Q,
(44) Bl [P
p(X17 T 7Xna0)|ﬂ = pO(X17 o )X’I’L)7
p(xlu e 7Xn7t) ]R”\Q = g(x17 e 7xn7t)'
Similar to (41), in (44) the term
lim p(X17 y Xjy e 7Xn7t)_p1(f;7 y Yt 7X717t)dy]
=0t J@ B, (x;) |Xj - Yj| ’
— lim p(xla"' y Xjy e 7X’rmt) _pl(f;a y Yo 7Xn7t)dyj
e=0% J(¢B.(x;)NQ) x; — y;|' P

(45)
+p(X1,"' s Xjy e ,Xn,t)/ |Xj—yj|_1_ﬂjdyj
R\(QNR;)

—g(x1,- -, i, X ,t
_|_/ g( 1‘ ._YJ' — n )dy]‘.
R\(QNR;) xj =yt

From Eq. (45), for j = 1,---,n, g(x1, -+ ,%X;, -+ ,Xy,t) should satisfies that
there exist positive M and C' such that when |x;| > M,

|g(X17"' s Xyt axnat)|

46
(46) %% —=

< C' for positive small e.

The discussions below Eq. (43) still makes sense for Eq. (44). If g(x1,--- ,Xj, -+ ,Xp, )
satisfies Eq. (46), and it is integrable w.r.t. x; in any bounded interval. Then

fR\(Qij) ‘9("‘;’]_’;;1;;5‘”) dy; has any order of partial derivative w.r.t. x;.
The initial and boundary value problem for Eq. (31) is
op(X,t
% =(A+N2p(X,t) in Q,

(47) p(X,0)|q = po(X),

Like the discussions for Eq. (40), g(X,t) should satisfies that there exist positive M
and C such that when |X]| > M,

l9(X,1)]

(48) SO—aX]

< C for positive small ¢.

If Eq. (48) holds and ¢(X,t) is integrable in any bounded domain, the function

fR"\Q %dY of X has any order of derivative.

Again, the corresponding tempered steady state fraction diffusion equation is
{(A+A)B/2p<X) =0 in

p(X) |z = 9(X).
14
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For H C R™"\Q, if taking ¢(X) = 1 for X € H and 0 for X € (R"\Q)\H, then the
solution of (49) means the probability that the particles undergoing tempered Lévy
flights lands in H after first escaping the domain Q. If g(X) =1 in R™\, then p(X)
equals to 1 in €.

The initial and boundary value problem (35) should be written as

ap(xla e 7Xnat) _ 8617)\1)()(17 T aX’rut) aﬁz)\p(xh e ,X,,“t)
ot o 6|X1|ﬁ1’>‘ 6|X2|62’>‘
65n7>\p(xl cee L X t)
. ’ UiL2) in Q
(50) Tt 8] | P> R
p(Xh e aX’mO)'Q = p(](xh e 7xn)7
p(X17 e 5Xn7t)‘R"\Q = g(xl7 e axnat)~
For j =1,---,n, g(x1,--- ,Xj, -+ ,Xp,t) should satisfy that there exist positive
M and C such that when |x;| > M,
|g(X1,"',Xj,"',Xn,t)| ipe
(51) o] < C for positive small €.
If g(x1, - ,%j, -+ ,Xp, t) is integrable w.r.t. x; in any bounded interval and satisfies
_g(x ’...,y,,,‘. 7xn7t) . . .
Eq. (51), then fR\(QnRJ) e*'xjiyj\x]»]fyﬂ“ﬁj dy; has any order of partial derivative
w.r.t. X;.

The ways of specifying the initial and boundary conditions for Egs. (36) and (38)
are the same as Eq. (40). But for Eq. (36), the corresponding (42) should be changed
as

UX)g(X,t)|

(52) |X‘6—a

< C for positive small €.

Similarly, the initial and boundary conditions of Egs. (37) and (39) should be specified
as the ones of Eq. (47). But for Eq. (37), the corresponding (48) needs to be changed
as

U(X)g(X, 1)

(53) O X]

< C for positive small ¢.
For the existence and uniqueness of the corresponding time-independent equations,
one may refer to [13].

3.2. Generalized Neumann type boundary conditions. Because of the in-
herent discontinuity of the trajectories of Lévy flights or tempered Lévy flights, the
traditional Neumann type boundary conditions can not be simply extended to the
fractional PDEs. For the related discussions, see, e.g., [4, 9]. Based on the mod-
els built in Sec. 2 and the law of mass conservation, we derive the reasonable ways
of specifying the Neumann type boundary conditions, especially the reflecting ones.
Let us first recall the derivation of classical diffusion equation. For normal diffusion
(Brownian motion), microscopically the first moment of the distribution of waiting
times and the second moment of the distribution of jump length are bounded, i.e., in
Laplace and Fourier spaces, they are respectively like 1 — c;u and 1 — co|k|?; plugging
them into Eq. (1) or Eq. (9) and performing integral transformations lead to the
classical diffusion equation

Ip(X,t)

(54) = (e2/c)Ap(X,1).
15
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Fig. 4: Sketch map of particles jumping into, or jumping out of, or passing through
the domain: €.

On the other hand, because of mass conservation, the continuity equation states that
a change in density in any part of a system is due to inflow and outflow of particles
into and out of that part of system, i.e., no particles are created or destroyed:

Ip(X, 1)

(55) o -V-j,

where j is the flux of diffusing particles. Combining (54) with (55), one may take
(56) j=—(c2/c1)Vp(X, 1),

which is exactly Fick’s law, a phenomenological postulation, saying that the flux goes
from regions of high concentration to regions of low concentration with a magnitude
proportional to the concentration gradient. In fact, for a long history, even up to
now, most of the people are more familiar with the process: using the continuity
equation (55) and Fick’s law (56) derives the diffusion equation (54). The so-called
reflecting boundary condition for (54) is to let the flux j be zero along the boundary
of considered domain.

Here we want to stress that Eq. (55) holds for any kind of diffusions, including
the normal and anomalous ones. For Eqs. (40,44,47,50) governing the PDF of Lévy
flights or tempered Lévy flights, using the continuity equation (55), one can get the
corresponding fluxes and the counterparts of Fick’s law; may we call it fractional
Fick’s law. Combining (40) with (55), one may let

57 =<3 ——0cCy dY dx;
( ) JA { 2Tlc B /—oo /n ‘Y|n+6 X

nx1

being the flux for the diffusion operator A%/2 with 3 € (0,2), or calling it fractional
Fick’s law corresponding to A%/2. From (44) and (55), one may choose
(58)

) 1 xi +°°pX+X~/i,t erX—{/i,t - 2-p(X,t
Jho = q — 5018 / / ( )+ 7B, ) ( )d}’idxi ;
2 N A [yl +F
nx1
where Y; = {xX1,...,¥i, -, X, } T, being the flux (fractional Fick’s law) corresponding

to the horizontal and vertical type fractional operators. Similarly, we can also get the
16



143 flux (fractional Fick’s law) corresponding to the tempered fractional Laplacian and
444 tempered horizontal and vertical type fractional operators, being respectively taken
445 as

(59)
446 jax= {—%cn,g,,\ /7oo/n MY [P dYdx; »
147 and
(60)
) 1 xi +°°pX+?i,t +pr?i,t - 2-p(X,t
R A e
oo — 00 (2 nx1

119 with Y; = (X1, ¥, %X}

450 Naturally, the Neumann type boundary conditions of (40,44,47,50) should be
151 closely related to the values of the fluxes in the domain: R™\Q; if the fluxes are
452  zero in it, then one gets the so-called reflecting boundary conditions of the equations.
453  Microscopically the motion of particles undergoing Lévy flights or tempered Lévy
454 flights are much different from the Brownian motion; very rare but extremely long
155 jumps dominate the dynamics, making the trajectories of the particles discontinuous.
156 As shown in Figure 4, the particles may jump into, or jump out of, or even pass
457  through the domain: . But the number of particles inside €2 is conservative, which
458 can be easily verified by making the integration of (55) in the domain €, i.e.,

g/p(X,t)dXz—/deX:—/ j-nds =0,
ot Jo Q a0

160 where n is the outward-pointing unit normal vector on the boundary. If j|gn\o=0,

161 then for (40) Agp(X,t) =V -j=0in R"\Q. So, the Neumann type boundary
162 conditions for (40), (44), (47), and (50) can be, heuristically, defined as

159 (61)

163 (62) Agp(X,t) =¢(X) in R™\Q,
164
(63)
Op(xy,- X, 1) 0%2p(x1,- - ,Xp, t) IPrp(xy,- ,Xp, 1)
465 ) ) ) I 9 I ) 9 ) _ X) i Rn Q
x| + 8] x2|P + Ay | P 9(X) in R™\Q,
166
167 (64) (A+X)P2p(X,t) = g(X) in R™\Q,
168 and
(65)
861;)\p(xl e X t) 8ﬁ27)\p(xl e X t) aBH:)‘p(Xl e X t)
469 9 9 My 9 9 My 9 9Ny _ X . Rn Q,
) Oy [P - x| P22 e 8] P g9(X) in R™\

170 respectively. The corresponding reflecting boundary conditions are with g(X) = 0.

471 Remark: The Neumann type boundary conditions (62)-(65) derived in this sec-
72 tion are independent of the choice of the flux j, provided that it satisfies the condition
3 (55).
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4. Well-posedness and regularity of the fractional PDEs with general-
ized BCs. Here, we show the well-posedesses of the models discussed in the above
sections, taking the models with the operator A% as examples; the other ones can be
similarly proved. For any real number s € R, we denote by H*(R™) the conventional
Sobolev space of functions (see [1, 20]), equipped with the norm

el ey = ( / 1+ k|25>|a<k>|2dk) ,

The notation H*(£2) denotes the space of functions on 2 that admit extensions to
H#(R™), equipped with the quotient norm

[ull o () := 10f [[@ll zrs m)

where the infimum extends over all possible u € H*(R™) such that @ = w on Q (in
the sense of distributions). The dual space of H*(2) will be denoted by H*(Q)’. The
following inequality will be used below:

2
< O(|ATu 2 @ny + lull2))-

1A B
(66) CH(IATullL2@ny + [lullL2o)) < ||U||H§(R,,,) =

Let H§(£2) be the subspace of H*(R™) consisting of functions which are zero in
R™\. It is isomorphic to the completion of C§°(2) in H*(2). The dual space of
HE(Q) will be denoted by H*(9).

For any Banach space B, the space L?(0, T’; B) consists of functions v : (0,T) — B
such that

T 1
(67) lullz2(0,7;8) = (/0 u(~,t)||2Bdt> < 00,
and H'(0,T; B) = {u € L*(0,T; B) : Oyu € L*(0,T; B)}; see [11].

4.1. Dirichlet problem. For any given g € RU(L?(0, T H% (R™)NH(0,T; H™ % (R™))) —
C([0,T); L?(R™), consider the time-dependent Dirichlet problem

% ~Afp=f inQ,
(68) p=g in R"\Q,
p('70) = Do in Q,

The weak formulation of (68) is to find p = g + ¢ such that
8
(69) ¢ € L2(0,T; Hg () N HY(0,T; H™ 2 () < C([0,T]; L*(2))
and
T T ] 8 T 5

(70) / / 3t¢qudt+/ AZ¢Aquth:/ /(f—l—A?g—@tg)qudt

0o Jo 0 Jrn 0 Ja

8
Vg€ L*0,T; HZ ().

It is easy to see that a(¢,q) = flR" AggbqudX is a coercive bilinear form
8 8
on Hi () x HF () (cf. [31, section 30.2]) and £(q) := [,(f + Asg— 0rg)qdX is a
18
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529

8
continuous linear functional on L?(0,T; HZ (©2)). Such a problem as (70) has a unique
weak solution (cf. [31, Theorem 30.A]).
The weak solution actually depends only on the values of g in R™\(2, independent

of the values of g in . To see this, suppose that g,g € RU (LQ(O,T;Hg(R")) N
HY0,T; H‘Q(R"))) — C([0,T]; L?*(R™)) are two functions such that g = g in R™\,
and p and p are the weak solutions of

Op 8 . op B )

— — A = 9] — — Az2zp=

9 2p=f in €, 9 A2p=f in Q,
(71) p=g in RM\,  and P=3 in R™\Q,

p(vo) = Po in Q7 ﬁ(?o) = Po in Qa

8
respectively. Then the function p—p € L?(0,T; HZ ()N H(0,T; H-% (Q)) satisfies
(72)

T T , s
/ /at(pff)’)qudt+/ / AT(p—p)ATqdXdt =0 Vqe L2(0,T; HZ (Q)).
0 Q 0 n

Substituting ¢ = p — p into the equation above immediately yields p —p = 0 a.e. in
R™ x (0,T).

4.2. Neumann problem. Consider the Neumann problem

% ~Afp=Ff inQ,
(73) Agp =g in R™"\Q,
p(+,0) =po in Q.

DEFINITION 1 (Weak solutions). The weak formulation of (73) is to find p €
L2(0,T; H= (R")) N C([0,T); L*()) such that
(74) dip € L*(0,T; H? (R)') and p(-,0) = po,

satisfying the following equation:

T T
/ / aup(X. H)g(X, )dXdt + / / A p(X, AT g(X, 1) dXdt
0 Q 0 n

(75) - T - T
—/0 /Qf(X,t)q(X,t)dth /0 /H\Qg(X7t)q(X,t)dth

Vg e L20,T; H? (R™)).

THEOREM 2 (Existence and uniqueness of weak solutions). If pg € L3(2), f €
L2(0,T; Hg(Q)’) and g € LQ(O,T;Hg(R"\Q)’), then there exists a unique weak so-
lution of (73) in the sense of Definition 1.

Proof Let ty = k7, k = 0,1,..., N, be a partition of the time interval [0, 7], with
step size 7 = T/N, and define

1 [t

(76) Fi(X) =~ f(X,t)dt, k=0,1,...,N,
th—1
1 [t

(77) gk(X) == —/ g(X,t)dt, k=0,1,...,N.
T St 1

19
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Consider the time-discrete problem: for a given p,_1 € L?*(R"), find p;, € H%(R")
such that the following equation holds:

1 8 El
» [ maodx [ alnataxx
Q R
(78)
1 B n
= */pk_l(X)Q(X)dXJr/ Je(X)q(X)dX — 9e(X)q(X)dX Vqe H>(R").
T Ja Q R™\Q
In view of (66), the left-hand side of the equation above is a coercive bilinear form
on H? (R™") x H 2 (R™), while the right-hand side is a continuous linear functional on

H% (R™). Consequently, the Lax-Milgram Lemma implies that there exists a unique
solution pj € Hg(]R”) for (78).
Substituting ¢ = py, into (78) yields

IoklZ ey — IPk-112 (0

8
+ 1A Tpg]|72 e

2T
<102 g 128015 1905 o 1P 2
< k05 g+ 198018 g 1P
() < il g + 19005 g IA TPy + el 20
Then, summing up the inequality above for k = 1,2,...,n, we have

n
8
max [|pi7a () +7 D 18P T2y

1<k<n
- k=1
80) < Il + ORI o okl g el
k=1

which holds for n = 1,2,..., N. By applying Gronwall’s inequality to the last esti-
mate, there exists a positive constant 79 such that when 7 < 79 we have

N
2
axy ||Pk||L2(Q) + TZ HPkH % &)
N
1 < 2 2 2
(s1) < Clbollay + 07 Mellg o+ lablg )
Since any ¢ € Hg(ﬂ) can be extended to g € H% z (R™) with ||g]| . 2||q||H§(Q),
choosing such a ¢ in (78) yields
X
8 8
/ filX g (X)a(X)aX — [ Afp(X)atg(X)ax
Rn\Q R
< C(lfl g @ lgxll 2 g mmay T IS pkHLZ(R" Ml s &)
< C(kaHHg @ T lgxll 5 ®\ay T HAZPk||L2(R"L))||CI||H7(Q)~

20
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564

569

580
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582

which implies (via duality)

Pk — Pk—1

B
. + [|ATpg|lL2@n))-

5 CAlfll g o, T Norll, 6

Hi(m, % (@) HE ®M\Q)

5 |

The last inequality and (81) can be combined and written as

N 2
P — Pk—1
max ||pk||2 +7- ( _— +HpkH >
1<k<N L2() kz::l T Hg(ﬂ)’ s (®")
N
83 < Clipoll7 ¢ ; )
8 < Clmliae + Ol g g+l g 0 )

If we define the piecewise constant functions

1 123

(84)  fOUX, 1) = fo(X) = = f(X,t)dt for t € (ty_1,tx), k=0,1,...,N,
T Jtp_1
1 [t

(85) ¢ (X,1) = gr(X) = 7/ g(X,0)dt for t€ (bov,tl, k=0,1,..., N,
th—1

86) p7(X,t) = p(X) for t € (tp_1,tx), k=0,1,...,N,

and the piecewise linear function

(87)

tp —t
p(T)(X’t) = i

t—tr_1
pu

pk—l(X)+ pk(X) for t € [tk_l,tk], k:(),].,...,N,

then (78) and (83) imply

/ /8tp(T (X, t)q Xthdt+/ / AT (X, AT (X, t)dXdt

— () _ ()
/0 /Qf (X, t)g(X, t)dXdt /0 /n’\Qg (X, t)g(X, t)dXdt
Vg€ L2(0,T; H2 (R")),

and

1P leo,ryiz2 @) + ”atp(T)“L"‘(O TiE ()

(r)
+lp ||LOO(O7T;H§(R” + ||p ||L°°(O THS (R™))
< (r) ()
<C <|f leorm g @y T 197 o s @iy

=¢ (If”LQ(o,T;Hg(Q)/) - ”g”L%o,T;Hg(Rn\m')) ’

respectively, where the constant C is independent of the step size 7. The last in-
equality implies that p(™) is bounded in Hl(O,T;Hg(Q)’) N LQ(O,T;Hg(R")) —
C([0,T); L?(Q2)). Consequently, there exists p € H*(0, T H% ()"NL%(0, T; H% (R™)) —
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C([0,T); L*(©2)) and a subsequence 7; — 0 such that

88

(88)  p(™) converges to p weakly in L?(0,T; o (R™),
(89) pgj) converges to p weakly in L2(0,T; HS (R™),
(90)
(91)

90 dyp'™) converges to d;p weakly in L?(0,T; o (Q)),
91 p(73) converges to p weakly in C([0, T7; Hg(Q)’) (see [17, Appendix C]).

By taking 7 = 7; — 0 in (88), we obtain (75). This proves the existence of a weak
solution p satisfying (74).

If there are two weak solutions p and p, then their difference n = p — p satisfies
the equation

(92)

T T
/ /8t(p—[5)qudt+/ A% (p—p)ATqdXdt =0 Vqe L*0,T; H?(R™).
0 Q 0 R™

Substituting ¢ = p — p into the equation yields

(93)
~ 8 ~
I 8) = B, D) IZ2 () + 1A% (0 = D20 ri2 @y = [IP(+0) = B, 0720 = 0,

which implies p = p a.e. in R™ x (0,7). The uniqueness is proved.

Remark: From the analysis of this section we see that, although the initial data
po(X) physically exists in the whole space R™, one only needs to know its values in {2
to solve the PDEs (under both Dirichlet and Neumann boundary conditions).

5. Conclusion. In the past decades, fractional PDEs become popular as the
effective models of characterizing Lévy flights or tempered Lévy flights. This paper
is trying to answer the question: What are the physically meaningful and mathe-
matically reasonable boundary constraints for the models? We physically introduce
the process of the derivation of the fractional PDEs based on the microscopic mod-
els describing Lévy flights or tempered Lévy flights, and demonstrate that from a
physical point of view when solving the fractional PDEs in a bounded domain €2, the
informations of the models in R™\Q) should be involved. Inspired by the deriva-
tion process, we specify the Dirichlet type boundary constraint of the fractional
PDEs as p(X,t)|rmo = g(X,t) and Neumann type boundary constraints as, e.g.,
(AB2p(X, t))lrm o = g(X,t) for the fractional Laplacian operator.

The tempered fractional Laplacian operator (A + )\)ﬁ/ 2 is physically introduced
and mathematically defined. For the four specific fractional PDEs given in this paper,
we prove their well-posedness with the specified Dirichlet or Neumann type boundary
constraints. In fact, it can be easily checked that these fractional PDEs are not
well-posed if their boundary constraints are (locally) given in the traditional way;
the potential reason is that locally dealing with the boundary contradicts with the
principles that the Lévy or tempered Lévy flights follow.

REFERENCES

[1] R. Apams AND A. J. J. F. FOURNIER, Sobolev Spaces, Elsevier/Academic Press, Amsterdam,
second ed., 2003.

22



623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684

[20]
21]

22]

23]

24]

[25]

[26]

27]

D. APPLEBAUM, Lévy processes and stochastic calculus, Cambridge University Press, Cam-
bridge, second ed., 2009, https://doi.org/10.1017/CB0O9780511809781.

E. Barkal, A. V. Naumov, Y. G. VAINER, M. BAUER, AND L. KADOR, Lévy statistics for
random single-molecule line shapes in a glass, Phys. Rev. Lett., 91 (2003), p. 075502,
https://doi.org/10.1103 /physrevlett.91.075502.

G. BARLES, C. GEORGELIN, AND E. R. JAKOBSEN, On Neumann and oblique derivatives
boundary conditions for nonlocal elliptic equations, J. Differential Equations, 256 (2014),
pp. 1368-1394, https://doi.org/10.1016/].jde.2013.11.001.

J.-P. BOUCHAUD AND A. GEORGES, Anomalous diffusion in disordered media: Statistical
mechanisms, models and physical applications, Phys. Rep., 195 (1990), pp. 127-293,
https://doi.org/10.1016 /0370-1573(90)90099-n.

Z.-Q. CHEN AND R. SoNG, Two-sided eigenvalue estimates for subordinate processes in do-
mains, J. Funct. Anal., 226 (2005), pp. 90-113, https://doi.org/10.1016/j.jfa.2005.05.004.

W. H. DEng, X. C. Wu, AND W. L. WANG, Mean ezit time and escape probability for the
anomalous processes with the tempered power-law waiting times, EPL, (2017).

E. D1 NEzza, G. PaLATuccl, AND E. VALDINOCI, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. math., 136 (2012), pp. 521-573, https://doi.org/10.1016/j.bulsci.2011.12.
004.

S. DIPIERRO, X. R0S-OTON, AND E. VALDINOCI, Nonlocal problems with Neumann boundary
conditions, Rev. Mat. lberoam., (2017).

Q. Du, M. GUNZBURGER, R. B. LEnoucqQ, AND K. ZHOU, Analysis and approximation of
nonlocal diffusion problems with volume constraints, STAM Rev., 54 (2012), pp. 667696,
https://doi.org/10.1137/110833294.

L. C. EvANs, Partial differential equations, American Mathematical Society, Providence, RI,
second ed., 2010.

W. FELLER, An introduction to probability theory and its applications, John Wiley & Sons,
Inc., New York, 1971. Vol. 2, Chap. XVI. 8, p. 525.

M. FELSINGER, M. KASSMANN, AND P. VoiGT, The Dirichlet problem for monlocal operators,
Math. Z., 279 (2015), pp. 779-809, https://doi.org/10.1007/s00209-014-1394-3.

H. C. FOGEDBY, Langevin equations for continuous time Lévy flights, Phys. Rev. E, 50 (1994),
pp. 1657-1660, https://doi.org/10.1103 /physreve.50.1657.

Q.-Y. GUAN AND Z.-M. MaA, Boundary problems for fractional Laplacians, Stoch. Dyn., 5
(2005), pp. 385-424, https://doi.org/10.1142/s021949370500150x.

I. KOPONEN, Analytic approach to the problem of convergence of truncated Lévy flights towards
the Gaussian stochastic process, Phys. Rev. E, 52 (1995), pp. 1197-1199, https://doi.org/
10.1103 /physreve.52.1197.

P.-L. LioNs, Mathematical Topics in Fluid Mechanics: Volume 1: Incompressible Models,
Clarendon Press, Oxford, USA., 1996.

B. B. MANDELBROT AND J. W. V. NESss, Fractional Brownian motions, fractional noises and
applications, SIAM Rev., 10 (1968), pp. 422-437, https://doi.org/10.1137/1010093.

R. N. MANTEGNA AND H. E. STANLEY, Stochastic process with ultraslow convergence to a
Gaussian: The truncated Lévy flight, Phys. Rev. Lett., 73 (1994), pp. 2946-2949, https:
//doi.org/10.1103/physrevlett.73.2946.

W. McCLEAN, Strongly elliptic systems and boundary integral equations, Cambridge university
press, 2000.

M. M. MEERSCHAERT AND A. SIKORSKII, Stochastic Models for Fractional Calculus, Walter de
Gruyter, Berlin, 2012.

R. METZLER AND J. KLAFTER, The random walk’s guide to anomalous diffusion: a frac-
tional dynamics approach, Phys. Rep., 339 (2000), pp. 1-77, https://doi.org/10.1016/
S0370-1573(00)00070-3.

E. W. MoNTROLL AND G. H. WEIsS, Random walks on lattices. II, J. Math. Phys., 6 (1965),
pp. 167-181, https://doi.org/10.1063/1.1704269.

J. M. SANCHO, A. M. LAacAsTA, K. LINDENBERG, I. M. SOKOLOV, AND A. H. ROMERO, Diffusion
on a solid surface: Anomalous is normal, Phys. Rev. Lett., 92 (2004), https://doi.org/10.
1103 /physrevlett.92.250601.

M. F. SHLESINGER, J. KLAFTER, AND B. J. WEST, Levy walks with applications to turbu-
lence and chaos, Phys. A, 140 (1986), pp. 212-218, https://doi.org/10.1016,/0378-4371(86)
90224-4.

L. SILVESTRE, Regularity of the obstacle problem for a fractional power of the Laplace operator,
Commun. Pure Appl. Math., 60 (2007), pp. 67-112, https://doi.org/10.1002/cpa.20153.

I. M. SokoLov, J. MaI, AND A. BLUMEN, Paradozal diffusion in chemical space for nearest-
neighbor walks over polymer chains, Phys. Rev. Lett., 79 (1997), pp. 857-860, https://doi.

23


https://doi.org/10.1017/CBO9780511809781
https://doi.org/10.1103/physrevlett.91.075502
https://doi.org/10.1016/j.jde.2013.11.001
https://doi.org/10.1016/0370-1573(90)90099-n
https://doi.org/10.1016/j.jfa.2005.05.004
https://doi.org/10.1016/j.bulsci.2011.12.004
https://doi.org/10.1016/j.bulsci.2011.12.004
https://doi.org/10.1016/j.bulsci.2011.12.004
https://doi.org/10.1137/110833294
https://doi.org/10.1007/s00209-014-1394-3
https://doi.org/10.1103/physreve.50.1657
https://doi.org/10.1142/s021949370500150x
https://doi.org/10.1103/physreve.52.1197
https://doi.org/10.1103/physreve.52.1197
https://doi.org/10.1103/physreve.52.1197
https://doi.org/10.1137/1010093
https://doi.org/10.1103/physrevlett.73.2946
https://doi.org/10.1103/physrevlett.73.2946
https://doi.org/10.1103/physrevlett.73.2946
https://doi.org/10.1016/S0370-1573(00)00070-3
https://doi.org/10.1016/S0370-1573(00)00070-3
https://doi.org/10.1016/S0370-1573(00)00070-3
https://doi.org/10.1063/1.1704269
https://doi.org/10.1103/physrevlett.92.250601
https://doi.org/10.1103/physrevlett.92.250601
https://doi.org/10.1103/physrevlett.92.250601
https://doi.org/10.1016/0378-4371(86)90224-4
https://doi.org/10.1016/0378-4371(86)90224-4
https://doi.org/10.1016/0378-4371(86)90224-4
https://doi.org/10.1002/cpa.20153
https://doi.org/10.1103/physrevlett.79.857
https://doi.org/10.1103/physrevlett.79.857
https://doi.org/10.1103/physrevlett.79.857

685
686
687
688
689
690
691
692
693
694
695
696

org/10.1103 /physrevlett.79.857.

[28] L. TURGEMAN, S. CARMI, AND E. BARKAI, Fractional Feynman-Kac equation for non-Brownian
functionals, Phys. Rev. Lett., 103 (2009), p. 190201, https://doi.org/10.1103/physrevlett.
103.190201.

[29] X.C. Wu, W. H. DENG, AND E. BARKAI, Tempered fractional Feynman-Kac equation: Theory
and examples, Phys. Rev. E, 93 (2016), p. 032151, https://doi.org/10.1103/physreve.93.
032151.

[30] V. ZABURDAEV, S. DENISOV, AND J. KLAFTER, Lévy walks, Rev. Mod. Phys., 87 (2015), pp. 483—
530, https://doi.org/10.1103 /revmodphys.87.483.

[31] E. ZEIDLER, Nonlinear Functional Analysis and its Applications II/B: Nonlinear Mono-
tone Operators, Springer Science+Business Media, LLC, 1990, https://doi.org/10.1007/
978-1-4612-0981-2. Translated by the author and by Leo F. Boron.

24


https://doi.org/10.1103/physrevlett.79.857
https://doi.org/10.1103/physrevlett.79.857
https://doi.org/10.1103/physrevlett.103.190201
https://doi.org/10.1103/physrevlett.103.190201
https://doi.org/10.1103/physrevlett.103.190201
https://doi.org/10.1103/physreve.93.032151
https://doi.org/10.1103/physreve.93.032151
https://doi.org/10.1103/physreve.93.032151
https://doi.org/10.1103/revmodphys.87.483
https://doi.org/10.1007/978-1-4612-0981-2
https://doi.org/10.1007/978-1-4612-0981-2
https://doi.org/10.1007/978-1-4612-0981-2

	Introduction
	Preliminaries
	Microscopic models for anomalous diffusion
	Derivation of the macroscopic description from the microscopic models

	Specifying the generalized boundary conditions for the fractional PDEs
	Generalized Dirichlet type boundary conditions
	Generalized Neumann type boundary conditions

	Well-posedness and regularity of the fractional PDEs with generalized BCs
	Dirichlet problem
	Neumann problem

	Conclusion
	References

