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Abstract 

Recently, the deep neural network approximation, combined with Monte Carlo simulation, has demonstrated a great potential 

in solving high-dimensional stochastic control problems that are widely viewed as hard problems due to the curse of 

dimensionality. However, this approach suffers from serious overlearning when the training data is not sufficient relative to 

the complexity of the networks, as deep networks may construct feedback policies that are not adapted to the information 

flow in the training data.   

We introduce the duality-based method in this talk to overcome the issue of overlearning. By relaxing the adapted requirement 

on control policies and incorporating the related penalty into the objective function, the new approach formulates a standard 

stochastic control problem as a zero-sum game between the decision maker and the adversary. Based on this formulation, we 

develop the adversarial deep Monte Carlo learning (ADMCL) algorithm to solve it and prove the convergence of this 

algorithm. Numerical experiments show that, when the size of training data set is limited, our method can effectively improve 

the overlearning issue encountered by the deep Monte Carlo optimization algorithm in reinforcement learning. 

This talk is based on two joint works with Mengzhou Liu, Yanchu Liu, Xiang Ma, Chengli Ren, and Wei Yu. 
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