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Performance optim zation and performance evaluation are Kkey
tools in reliable comunication networks operation, and for
managi ng network services. Communi cations networks have becone
ubiquitous in public and private organizations all over the
world. Organizations are conprised of entities that need to
comuni cate with each other. These entities (or stations) can be
conmput er workstations, databases, facsimle nachines, |ocal area

net wor ks, wireless networks or ot her entities. Stations
comuni cate over links, which can be various types of suspended
or underground cables, as well as mcrowave or satellite

transm ssi on.

Communi cation networks to support several different traffic
types and several different hopes to retransmt have becone so
conplex that intuition alone is not sufficient to predict their
per for mance and opti m zati on. Mat hemat i cal nodel i ng and
performance optim zation have conme to play an inportant role in
the workings of comunication networks. Queuing nodels are
defined algorithmecally rather than by an explicit formula. Even
so, system paraneters such as the nean service tine, arrival
rates, and nunber of servers can be chosen so that the predefined
desi gn objective are net.

Fl ow control algorithmin high speed conmunication networks is
a resource-sharing policy. Flow control of | ar ge- scal e
communi cati ons networks involves maki ng deci sions on the type of
network: centralized or distributed; type of conmunication
network architecture; type of switching: circuit switching or
packet switching; type of routing: static or dynamc; and type of
network control and nonitoring: centralized or distributed. G ven
node |locations and peak traffic demand, variables such as
topol ogy, link capacities, routing policy nust be considered.
Each constraint of |ink capacity, node capacity and delay, then
must also be considered to mnimze total network cost or
maxi m ze the network utilization.

Still another problemis the routing of traffic on the network.
In a resource-sharing communication environnment, transm ssion
route choice nodels or transm ssion assignnment nodels aim to
describe traffic flows on conmunication networks, which operate
at known switches. The route choice nodels or traffic assignnent
nodel s are also flow control problenms with a waiting phenonenon:
traffic experiences a waiting tine for the switch of the line on
which traffic is chosen.



The nodeling of such communi cation networks is taken to be the
m nimzation of expected waiting and transmssion tinme, or the
expected total generalized cost if waiting tinmes and transm ssion
times may have different weights.

G ven potential sites for network node |ocation, traffic data,
and available link types and their cost, the |owest-cost |ocal
access network configuration nust be obtained considering optinum
vari abl es. That being a network with an opti mum nunber of network
nodes and their |ocations, optinum set of |inks interconnecting
the network nodes, their capacities, routing paths, subject to
constraints on delay, throughput, reliability and link capacity.

In this paper, the author introduces three research results
related to performance optim zation nmethods for the above flow
control problenms in multi-traffic and nulti-hop conmunication
networks. The first research introduces a novel concept of
backl og bal ancing and denonstrates its application to network
flow control and congestion control by presenting a rate-based
flow control algorithmfor the conmunication networks. The ai m of
such flow control nodels is to maximze the network utilization
for achieving high throughput with tolerable delay for each
access point.

The second research results provide a performance optim zation
anal ysis of virtual route networks using queuing theory for which
a paci ng wi ndow flow control nechanismis enployed with an input
queue included. Messages prevented fromentering the network are
stored in the input queue in a first-cone first-serve manner.
Both cases of finite and infinite capacity of buffer are
consi dered. The results show that although the average nunber of
nmessages in the network is higher, when the input queue delay is
taken into consideration. The overall performance of the system
is better than that of the other systens.

The third research proposes a flow control schenme for data
packet traffic to avoid network congestion and to obtain the
maxi mum t hroughput. The flow control algorithm of transm ssion
control protocol determ nes the packet transm ssion rate using
t he congestion w ndow size, which is adjusted to obtain a |large
t hroughput w t hout network congestion and buffer overflow of the
receiver. The flow control algorithm decreases the w ndow size
when network congestion is detected. Fairness, stability, and
optimality of the proposed nethod are discussed with respect to
t he performance of the system



