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Abstract 
 
Stochastic first-order methods provide a basic algorithmic tool for optimization, online learning and data 
analysis. In this talk, we survey several innovative applications including online principal component analysis, 
network factorization, and reinforcement learning. We will show that the convergence rate analysis of the 
stochastic optimization algorithms provides sample complexity analysis for the corresponding online learning 
applications. In particular, we will show some recent developments on stochastic primal-dual methods that 
apply to both the Markov decision problem and its online version - reinforcement learning. We will show that 
both the running-time complexity for the offline problem and the sample complexity for the online problem 
can be analyzed under the same framework. 
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