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Abstract 
 

We consider the minimization of the sum of two convex functions in the case where one of 
them is convex and differentiable, and the other is convex and non-differentiable. The latter 
plays the role of reducing sparsity. A typical example is the minimization problem  

                                            
 
where Φ is an m× n matrix and u ∈ ℝm is given. Since the  1-norm is viewed as a sparsity-
reducing norm, the problem (*) is used to approximate the nonconvex sparse optimization 
problem 

                                 
Here 0x   is the  0-norm of (i.e., the number of nonzero components of ). 
 
In this talk, I will discuss the proximal methods for minimizing the sum of two convex 
functions in general, and the minimization problem (*) in particular. 
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