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Abstract:

Kernel principal component analysis (KPCA; Scholkopf et al,, 1998), a
popular nonlinear dimension reduction technique, aims at finding a
basis of a presumed low-dimensional function space. This causes the
redundancy issue that each kernel principal component can be a
measurable function of the preceding components, which harms the
effectiveness of dimension reduction and leaves the dimension of the
reduced data a heuristic choice. In this paper, we formulate the
parameter of interest for nonlinear dimension reduction as a small
function set that generates the o-field of the original data, and, using
a novel characterization of near conditional mean independence, we
propose two sequential dimension reduction methods that address
the redundancy issue, have the same level of computational
complexity as KPCA, and require more plausible assumptions on the
singularity of the original data. Compared with the other nonlinear
dimension reduction methods, the proposed methods are applicable
to various complex cases with guarantee on both the asymptotic
consistency and the smoothness and interpretability of the reduced
data. By constructing a measure of exhaustiveness of the reduced
data, we also provide consistent order determination for these
methods. Some supportive numerical studies are presented at the
end.
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