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Abstract—A neural network based on smoothing approximation is presented for a class of nonsmooth, nonconvex constrained optimization problems, where the objective function is nonsmooth and nonconvex, the equality constraint functions are linear and the inequality constraint functions are nonsmooth, convex. This approach can find a Clarke stationary point of the optimization problem by following a continuous path defined by a solution of an ordinary differential equation. The global convergence is guaranteed if either the feasible set is bounded or the objective function is level-bounded. Specially, the proposed network does not require (i) the initial point to be feasible; (ii) a prior penalty parameter to be chosen exactly; (iii) a differential inclusion to be solved. Numerical experiments and comparisons with some existing algorithms are presented to illustrate the theoretical results and show the efficiency of the proposed network.
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I. INTRODUCTION

The approach based on the use of analog neural networks for solving nonlinear programming problems and their engineering applications have received a great deal of attention in the last two decades. See [1]–[12], etc., and references therein. The neural network method is effective and particularly attractive in the applications where it is of crucial importance to obtain the optimal solutions in real time, as in some robotic control, signal processing and compressed sensing. Artificial neural networks can be used to model the dynamics of a system [13] and implemented physically by designed hardware such as specific integrated circuits where the computational procedure is distributed and parallel. Some dynamical properties of differential equation or differential inclusion networks make remarkable contributions to their applications in optimization [14]–[17].

In this paper, we consider the following constrained nonsmooth nonconvex minimization problem

\[
\min_{x \in \mathbb{R}^n} f(x) \\
\text{s.t.} \quad Ax = b, \quad g(x) \leq 0,
\]

where \(x \in \mathbb{R}^n, f : \mathbb{R}^n \rightarrow \mathbb{R}\) is locally Lipschitz, but not necessarily differentiable or convex, \(A \in \mathbb{R}^{r \times n}\) is of full row rank, \(b \in \mathbb{R}^r, g : \mathbb{R}^n \rightarrow \mathbb{R}^m\) and \(g_i\) is convex but not necessarily differentiable, \(i = 1, 2, \ldots, m\).

Nonsmooth and nonconvex optimization problem arises in a variety of scientific and engineering applications. For example, the constrained nonsmooth nonconvex optimization model

\[
\min_{x \in \mathbb{R}^n} \|Ax - b\|^2 + \lambda \sum_{i=1}^r \varphi(|d_i^T x|),
\]

where \(\lambda > 0\), \(r\) is a positive integer, \(d_i \in \mathbb{R}^n\), \(C\) is a closed convex subset of \(\mathbb{R}^n\) and \(\varphi\) is a given penalized function. Problem (2) attracts great attention in variable selection and sparse reconstruction [18]–[22]. Moreover, the problem of minimizing condition number is also an important class of nonsmooth nonconvex optimization problems, which has been widely used in the sensitivity analysis of interpolation and approximations [23].

Recently, some discrete iterative algorithm, statistical algorithms and dynamic subgradient methods are proposed for constrained nonsmooth nonconvex optimization problems. Among them, the smoothing projected gradient method [24] is a discrete iterative method, which uses smoothing approximations and has global convergence. The sequence quadratic programming algorithm based on gradient sampling (SQP-GS) [25] is a statistical method, which uses a process of gradient sampling around each iterate \(x^k\), and have global convergence to find a Clarke stationary point “with probability one”. The network in [7] uses exact penalty functions to find a Clarke stationary point via a differential inclusion. To avoid estimating an upper bound of the Lipschitz constant of the inequality constrained functions over a compact set needed in [7], Liu and Wang [9] propose another network to solve nonconvex optimization problem (1). A neural network via smoothing techniques is proposed in [12] for solving a class of non-Lipschitz optimization, where the objective function is non-Lipschitz with specific structure and the constraint is so simple such that its projection has a closed form. Moreover, the network in [12] is to find a scaled stationary point of the considered problem, which may not be a Clarke stationary point of Lipschitz optimization. Although these methods can efficiently solve some nonsmooth, nonconvex optimization problems, some difficulties still remain. For instance, the statistical gradient sampling methods rely on the number of the individuals largely and require that the functions are
differentiable at all iterates for global convergence analysis; the algorithms based on projection methods have difficulties in handling complex constraints; the dynamic subgradient methods need exact penalty parameters and solutions of differential inclusions.

The main contributions of this paper are as follows. First, the proposed network can solve the nonconvex optimization problem with general convex constraints without needing to give the exact penalty parameter in advance. To find an exact penalty parameter, most existing results need the Lipschitz constants of the objective and constraint functions and the boundedness of the feasible region \([4, 7, 9]\). However, estimating these values is very difficult in most cases. Moreover, too large penalty parameter may bring numerical overflow in calculation and let the network ill-conditioned. To overcome these difficulties, smoothing method is introduced into the network, which leads the differentiability of the approximated objective and penalty functions. Then the penalty parameter can be updated on line following some values, such as the gradient information of the approximated functions and the smoothing parameter. Second, by the smoothing methods, the proposed network is modeled by a differential equation not differential inclusion and can be implemented directly by circuits and mathematical softwares. For the networks modeled by a differential inclusion, one needs to know the element in the right hand set-valued map which equals to \(\mu\) almost everywhere. This is crucial for the implementation of networks and relays on the geometry property of the set-valued map. Third, the smoothing parameter in the proposed network is updated continuously, which is different from the updating rules in the previous iterative algorithms. Fourth, the proposed network does not need large sampling for approximation, which is used in the statistical optimization methods.

This paper is organized as follows. In Section II, we define a class of smoothing functions and give some properties of smoothing functions for the composition of two functions. In Section III, the proposed neural network via smoothing techniques is present. In Section IV, we study the existence and limit behavior of solutions of the proposed network. In Section V, some numerical results and comparisons show that the proposed network is promising and performs well.

Let \(\|\cdot\|\) denote the 2-norm of a vector and a matrix. For a subset \(U \subseteq \mathbb{R}^n\), let \(\text{int}(U)\), \(bd(U)\) and \(U^C\) denote the interior, boundary and complementary sets of \(U\), respectively.

II. SMOOTHING APPROXIMATION

Many smoothing approximations for nonsmooth optimization problems have been developed in the past decades \([26–30]\). The main feature of smoothing methods is to approximate the nonsmooth functions by parameterized smooth functions.

**Definition 2.1:** Let \(h : \mathbb{R}^n \rightarrow \mathbb{R}\) be locally Lipschitz. We call \(\tilde{h} : \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}\) a smoothing function of \(h\), if \(\tilde{h}\) satisfies the following conditions.

(i) For any fixed \(\mu \in (0, \infty)\), \(\tilde{h}(\cdot, \mu)\) is continuously differentiable in \(\mathbb{R}^n\), and for any fixed \(x \in \mathbb{R}^n\), \(h(x, \cdot)\) is differentiable in \((0, \infty)\).

(ii) For any fixed \(x \in \mathbb{R}^n\), \(\lim_{\mu \downarrow 0} \tilde{h}(x, \mu) = h(x)\).

(iii) \(\lim_{z \rightarrow x, \mu \downarrow 0} \nabla \tilde{h}(z, \mu) \subseteq \partial h(x)\).

(iv) There is a positive constant \(\kappa_\mu > 0\) such that \(\|\nabla \tilde{h}(x, \mu)\| \leq \kappa_\mu\), \(\forall \mu \in (0, \infty), x \in \mathbb{R}^n\).

From (iv) of Definition 2.1, for any \(\mu \geq \bar{\mu} > 0\), we have
\[
|\tilde{h}(x, \mu) - \tilde{h}(x, \bar{\mu})| \leq \kappa_\mu (\mu - \bar{\mu}), \quad \forall x \in \mathbb{R}^n.
\]

The following proposition gives four important properties for the compositions of smoothing functions. The proof of Proposition 2.1 can be found in Appendix.

**Proposition 2.1:** (a) Let \(\tilde{f}_1, \ldots, \tilde{f}_m\) be smoothing functions of \(f_1, \ldots, f_m\), then \(\sum_{i=1}^m \alpha_i \tilde{f}_i\) is a smoothing function of \(\sum_{i=1}^m \alpha_i f_i\) with \(\kappa_{\sum_{i=1}^m \alpha_i \tilde{f}_i} = \sum_{i=1}^m \alpha_i \kappa_{\tilde{f}_i}\) when \(\alpha_i \geq 0\) and \(f_i\) is regular \([31]\) for any \(i = 1, 2, \ldots, m\).

(b) Let \(\phi : \mathbb{R}^n \rightarrow \mathbb{R}\) be locally Lipschitz and \(\psi : \mathbb{R} \rightarrow \mathbb{R}\) be continuously differentiable and globally Lipschitz with a Lipschitz constant \(L_\phi\). If \(\tilde{\phi}\) is a smoothing function of \(\phi\), then \(\tilde{\psi}(\tilde{\phi})\) is a smoothing function of \(\psi(\phi)\) with \(\kappa_{\tilde{\psi}(\tilde{\phi})} = L_\phi\).

(c) Let \(\phi : \mathbb{R}^m \rightarrow \mathbb{R}\) be regular and \(\psi : \mathbb{R}^n \rightarrow \mathbb{R}^m\) be continuously differentiable. If \(\tilde{\phi}\) is a smoothing function of \(\phi\), then \(\tilde{\psi}(\tilde{\phi})\) is a smoothing function of \(\psi(\phi)\) with \(\kappa_{\tilde{\psi}(\tilde{\phi})} = \kappa_{\tilde{\phi}}\).

(d) Let \(\phi : \mathbb{R}^n \rightarrow \mathbb{R}\) be locally Lipschitz and \(\psi : \mathbb{R} \rightarrow \mathbb{R}\) be globally Lipschitz with a Lipschitz constant \(L_\psi\). If \(\tilde{\phi}\) and \(\tilde{\psi}\) are smoothing functions of \(\phi\) and \(\psi(\cdot, \mu)\) and \(\tilde{\phi}(\cdot, \mu)\) are convex, and \(\tilde{\psi}(\cdot, \mu)\) is non-decreasing, then \(\tilde{\psi}(\tilde{\phi})\) is a smoothing function of \(\psi(\phi)\) with \(\kappa_{\tilde{\psi}(\tilde{\phi})} = \kappa_{\tilde{\phi}} + L_\psi\).

**Example 2.1:** Four popular smoothing functions of \(\phi(s) = \max\{0, s\}\) are
\[
\tilde{\phi}_1(s, \mu) = s + \mu \ln(1 + e^{-\frac{s}{\mu}}), \quad \tilde{\phi}_2(s, \mu) = \frac{1}{2}(s + \sqrt{s^2 + 4\mu^2}),
\]
\[
\tilde{\phi}_3(s, \mu) = \begin{cases} \max\{0, s\} & \text{if } |s| > \mu \\ \frac{(s + \mu)^2}{4\mu} & \text{if } |s| \leq \mu, \end{cases}
\]
\[
\tilde{\phi}_4(s, \mu) = \begin{cases} s + \frac{\mu}{2} e^{-\frac{s}{\mu}} & \text{if } s > 0 \\ \mu e^{-\frac{s}{\mu}} & \text{if } s \leq 0. \end{cases}
\]

It is easy to find that the four functions satisfy the four conditions in Definition 2.1 with \(\kappa_{\tilde{\phi}_1} = \ln 2\), \(\kappa_{\tilde{\phi}_2} = 1\), \(\kappa_{\tilde{\phi}_3} = 1/4\) and \(\kappa_{\tilde{\phi}_4} = 1\). For \(i = 1, 2, 3, 4\), \(\tilde{\phi}_i(s, \mu)\) is convex and non-decreasing for any fixed \(\mu > 0\), and non-decreasing for any fixed \(s \in \mathbb{R}\). Moreover, we note that the four smoothing...
functions have a common property that
\[ \nabla_s \tilde{g}_i(s, \mu) \geq \frac{1}{2}, \quad \forall s \in [0, \infty), \quad \mu \in (0, +\infty). \] (5) 

Since \( |s| = \max\{0, s\} + \max\{0, -s\} \), then we can also obtain some smoothing functions of \( |s| \) by the above smoothing functions of \( \max\{0, s\} \), where one frequently used is
\[ \tilde{\theta}(s, \mu) = \begin{cases} |s| & \text{if } |s| > \frac{\mu}{2} \\ \frac{s^2}{\mu} + \frac{\mu}{4} & \text{if } |s| \leq \frac{\mu}{2}. \end{cases} \] (6)

Note that \( \tilde{\theta}(\cdot, \mu) \) is convex for any fixed \( \mu > 0 \), \( \tilde{\theta}(s, \cdot) \) is non-decreasing for any fixed \( s \in \mathbb{R} \) and \( \kappa_{\tilde{\theta}} = 1/4 \).

Among many existing smoothing methods, simple structure is one of most important factors for the neural network design. For example, \( \phi_1(s, \mu) \) is a better choice for \( \phi(s) \). High order smoothness and maintaining the features of the original nonsmooth function as much as possible are also crucial for the produced smoothing function. See [26]-[30] for other smoothing functions and relative analysis. Moreover, the scheme on updating the smoothing parameter will affect the convergence rate. How to choose a better performance smoothing function and scheme of updating smoothing parameter gives us a topic for further research.

III. PROPOSED NEURAL NETWORK

Denote the feasible set of (1) by \( X = X_1 \cap X_2 \), where \( X_1 = \{ x \mid Ax = b \} \) and \( X_2 = \{ x \mid g(x) \leq 0 \} \). We always assume the following conditions hold in this paper.

(A1) There is \( \hat{x} \in X_1 \cap \text{int}(X_2) \).

(A2) The feasible region \( X \) is bounded.

Let \( c = A^T(AA^T)^{-1}b \), \( P = I_n - A^T(AA^T)^{-1}A \), \( q(x) = \sum_{i=1}^{m} \max\{0, g_i(x)\} \). In what follows, we use a smoothing function \( \tilde{\phi} \) of \( \max\{0, s\} \) given in Example 2.1. Since \( \max_{1 \leq i \leq m} \{ \kappa_{\tilde{\phi}} \} \leq 1 \), we let \( \kappa_{\tilde{\phi}} = 1 \) in our following theoretical analysis.

Let \( \tilde{f} : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \) be a smoothing function of \( f \) and the smoothing function of \( q \) be given as
\[ \tilde{q}(x, \mu) = \sum_{i=1}^{m} \tilde{\phi}(\tilde{g}_i(x, \mu), \mu), \] (7)

where \( \tilde{g}_i : \mathbb{R}^n \times (0, \infty) \to \mathbb{R} \) is a smoothing function of \( g_i \), \( i = 1, 2, \cdots, m \). Since \( g_i \) is convex, \( \tilde{g}_i(x, \mu, 2) \geq \tilde{g}_i(x, \mu_1) \) for \( \mu_2 \geq \mu_1 > 0 \) in most smoothing functions, which implies
\[ \tilde{g}_i(x, \mu, 2) \geq g_i(x), \quad \forall x \in \mathbb{R}^n, \quad \mu \in (0, \infty), \quad i = 1, \cdots, m. \] (8)

Thus, we suppose \( \tilde{g}_i(\cdot, \cdot) \) is convex and \( \tilde{g}_i(x, \cdot) \) is non-decreasing and denote
\[ \kappa = \max_{1 \leq i \leq m} \{ \kappa_{\tilde{g}_i} \}. \]

From (c) of Proposition of 2.1, we get that \( \tilde{q} \) is a smoothing function of \( q \) with
\[ \kappa_{\tilde{q}} = m \kappa_{\tilde{\phi}} + \sum_{i=1}^{m} \kappa_{\tilde{g}_i} = m + \sum_{i=1}^{m} \kappa_{\tilde{g}_i} \leq m(1 + \kappa). \] (9)

From condition (A1), we denote
\[ \beta = -\frac{\max_{1 \leq i \leq m} g_i(\hat{x})}{4}, \quad \mu_0 = -\frac{\max_{1 \leq i \leq m} g_i(\hat{x})}{2\kappa + 4(m - 1)}. \]

Remark 3.1: If \( g_1, \ldots, g_m \) are smooth, we can define \( \mu_0 = 1 \) for \( m = 1 \) and \( \mu_0 = -\frac{\max_{1 \leq i \leq m} g_i(\hat{x})}{4(m - 1)} \), for \( m > 1 \).

The affine equality constraints are very difficult to handle in optimization, especially in large dimension problems. One of the most important methods is the projection method. However, when the matrix dimension \( m \) is large and the structure of \( A \) is not simple, it is difficult and expensive to calculate \( P \). We should state that the proposed network in this paper is applicable for the problems where the matrix \( P \) can be calculated effectively. Then, we consider the following unconstrained optimization problem
\[ \min \ f(Px + c) + \sigma q(Px + c), \] (10)

where \( \sigma > 0 \) is a positive penalty parameter. It is known that if \( f \) and \( g \) are smooth, there is a \( \sigma > 0 \) such that for all \( \sigma \geq \sigma \), if \( x^* \in \mathbb{X} \) is a stationary point of (10), then \( Px^* + c = x^* \) is a stationary point of (1) [32, Theorem 17.4]. However, choosing such \( \sigma \) is very difficult. To overcome these difficulties, we adopt a parametric penalty function defined as
\[ \sigma(x, \mu) = \frac{(\|P\nabla_x \tilde{f}(x, \mu)\| + \lambda \beta \mu)\|x - \hat{x}\|^2}{\max(\beta^2, \|P\nabla_x \tilde{q}(x, \mu)\|^2\|x - \hat{x}\|^2)}, \] (11)

where \( \lambda \) is a positive parameter defined as
\[ \lambda = \frac{2g(u_0) + 4m(1 + \kappa)\mu_0}{\beta \mu_0}. \]

The main goal of this paper is to present a stable and continuous path \( u \in C^1(0, \infty) \), which leads to the set \( \mathbb{X}^* \) of the Clarke stationary points\(^1 \) of (1) from any starting point \( x_0 \in \mathbb{R}^n \).

We consider the following network modeled by a class of ordinary differential equations (ODEs)
\[ \dot{u}(t) = -P(\nabla_u \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \nabla_u \tilde{q}(u(t), \nu(t))), \quad u(0) = Px_0 + c, \] (12)

where \( x_0 \in \mathbb{R}^n \) and \( \nu(t) = \mu_0 e^{-t} \).

In order to implement (12) by circuits, we can use the reformulated form of (12) as following
\[ \dot{u}(t) = -P(\nabla_u \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \nabla_u \tilde{q}(u(t), \nu(t))), \quad \nu(t) = -\nu(t), \quad u(0) = Px_0 + c, \quad \nu(0) = \mu_0. \] (13)

(13) can be seen as a network with two input and two output variables. A simple block structure of the network (13) implemented by circuits is presented in Fig. 1. The blocks \( P \nabla_u \tilde{f} \) and \( P \nabla_u \tilde{q} \) can be realized by matrix \( P \), \( \nabla_u \tilde{f}(u, \nu) \) and \( \nabla_u \tilde{q}(u, \nu) \) based on the adder and multiplier components.

\(^1\)\( x^* \) is called a Clarke stationary point of (1) if \( x^* \in \mathbb{X} \) and there is a \( \xi^* \in \partial f(x^*) \) such that
\[ (x - x^*, \xi^*) \geq 0, \quad \forall x \in \mathbb{X}. \]
is very important for implementation. From Theorem 4.1, Fig. 3: Circuit implementation of term
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from Theoretical results in Appendix. The solutions of (12). For readability, we put the proof of all
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Fig. 2 and Fig. 3 show the implementation methods on \( \phi_3(s, \nu) \) and \( \nabla_v \phi_3(s, \nu) \), which give some hints on how to implement \( \nabla_u f(u, \nu) \) and \( \nabla_u \tilde{q}(u, \nu, \nu) \). \( \sigma \) is a block with scalar output based on the information of \( u, \nu, \nabla_u f(u, \nu) \) and \( \nabla_u \tilde{q}(u, \nu, \nu) \). A detailed architecture flow structure of the block \( \sigma \) is given in Fig. 4, where \( F_i \) and \( Q_i \) denote the \( i \)th output of the blocks \( P \nabla_u f \) and \( P \nabla_u \tilde{q} \), respectively. From Figs. 1-4, we can see that network (12) can be implemented by the adder, multiplier, divider and comparator components in circuits. Through the expression of \( \sigma(u, \nu) \) looks complex, it can be realized based on the existing blocks \( P \nabla_u f \) and \( P \nabla_u \tilde{q} \), which shows that it will not bring expensive components in circuit implementation. The readers can refer to [33] for the detailed techniques on this topic.

Fig. 2: Circuit implementation of term \( \phi_3(s, \nu) \) by circuits

\[ \nabla \phi \]

Fig. 3: Circuit implementation of term \( \nabla_v \phi_3(s, \nu) \) by circuits

Furthermore, locally Lipschitz property of the proposed smoothing functions can guarantee the uniqueness of the solution of (12).

**Proposition 4.1:** When \( \nabla_x f(\cdot, \mu) \) and \( \nabla_x q(\cdot, \mu) \) are locally Lipschitz for any fixed \( \mu \in (0, \mu_0) \), then (12) has a unique solution.

The following theorem shows the feasibility and limit behavior of \( u(t) \) as \( t \to \infty \).

**Theorem 4.2:** Any solution \( u(t) \) of (12) in \( C^1[0, \infty) \) satisfies \( \{ \lim_{t \to \infty} u(t) \} \subseteq X \).

Note that \( q \) is convex on \( \mathbb{R}^n \) and \( \partial q(x) \) exists for all \( x \in \mathbb{R}^n \). From [31, Corollary 1 of Proposition 2.3.3 and Theorem 2.3.9], we have the expression of \( \partial q(x) \), and from [31, Corollary 1 and Corollary 2 of Theorem 2.4.7], the normal cones to the three sets can be expressed as follows:

\[ N_{\chi_1}(x) = \{ A^T \xi \mid \xi \in \mathbb{R}^m \}, \quad \forall x \in \chi_1, \]

\[ N_{\chi_2}(x) = \bigcup_{\tau \geq 0} \tau \partial q(x), \quad \forall x \in \chi_2, \]

\[ N_{\chi}(x) = N_{\chi_1}(x) + N_{\chi_2}(x), \quad \forall x \in \chi. \]

**Theorem 4.3:** Any solution \( u(t) \) of (12) in \( C^1[0, \infty) \) satisfies

(i) \( \dot{u}(t) \in L^2(0, \infty) \);

(ii) \( \lim_{t \to \infty} f(u(t)) \) exists and \( \lim_{t \to \infty} \| \dot{u}(t) \| = 0 \);

(iii) \( \{ \lim_{t \to \infty} u(t) \} \subseteq X^*, \) where \( X^* \) is the set of Clarke stationary points of (1).

**Remark 4.2:** If the objective function \( f \) is level-bounded\(^1\), there is \( R > 0 \) such that \( \| x - \bar{x} \| \leq R \) holds for all \( x \in \{ x : f(x) \leq f(\bar{x}) \} \). By adding constraint \( \| x - \bar{x} \| \leq R \) to the original optimization problem, the extension problem satisfies assumption (A2) and has the same optimal solutions as the original problem.

**Remark 4.3:** If \( f \) is pseudoconvex on \( X^2 \), which may be nonsmooth and nonconvex, from Theorem 4.2 and Theorem 4.3, any solution of (12) converges to the optimal solution set of (1). Some pseudoconvex functions in engineering and economic problems are given in [11], [34].

\(^1\)We call \( f \) is level-bounded, if the level set \( \{ x \in \mathbb{R}^n \mid f(x) \leq \eta \} \) is bounded for any \( \eta > 0 \).

\(^2\)We call \( f \) is pseudoconvex on \( X \) if for any \( x', x'' \in X \), we have

\[ \exists \xi(x') \in \partial f(x') : \langle \xi(x'), x'' - x' \rangle \geq 0 \Rightarrow f(x'') \geq f(x'). \]
Network (12) reduces to
\[
\begin{aligned}
\dot{u}(t) &= - \nabla_u \tilde{f}(u(t), \nu(t)) - \sigma(u(t), \nu(t)) \nabla_u q(u(t), \nu(t)), \\
u_0 &= x_0
\end{aligned}
\]  
(14)
for a special cases of (1), that is
\[
\min f(x) \quad \text{s.t.} \quad g(x) \leq 0.
\]  
(15)
Similarly, we can obtain that the conclusions of Theorem 4.3 hold for (14) to solve (15).
Moreover, when we consider problem
\[
\min f(x) \quad \text{s.t.} \quad Ax = b,
\]  
(16)
which is also a special form of (1), the feasible region \( \mathbb{X} \) is unbounded. When \( f \) is level-bounded, we can use the analysis in Remark 4.2 to solve it and we can obtain the results in Theorems 4.1-4.3 with the simpler network
\[
\begin{aligned}
\dot{u}(t) &= - P \nabla_u \tilde{f}(u(t), \nu(t)), \\
u_0 &= P x_0 + c.
\end{aligned}
\]  
(17)

**Corollary 4.1:** For any \( x_0 \in \mathbb{R}^n \), if \( f \) is level-bounded and \( \mu_0 \leq 1 \), the conclusions of Theorem 4.3 hold for (17) to solve (16).

**Remark 4.4:** If we can find an exact parameter \( \hat{\sigma} \) such that the solutions of (10) are just the solutions of (1), then we can define
\[
\sigma(x, \mu) = \hat{\sigma},
\]
which brings (12) a simpler structure. All the results in this paper can be obtained by similar proofs.

**Remark 4.5:** From the proof of the above results, it is not too rigorous for the choice of \( \mu_0 \) and \( \lambda \). Actually, all the results hold with
\[
\mu_0 \leq \frac{\max_{1 \leq i \leq m} g_i(x)}{2\kappa + 4(m - 1)}, \quad \lambda \geq \frac{2\hat{q}(u_0)}{\mu_0} + 4m(1 + \kappa).
\]

**V. NUMERICAL EXAMPLES**

In this section, we use five numerical examples to illustrate the performance of network (12) and compare it with the network in [9], Lasso, Best Subset and IRL1 methods in [36], and the SQP-GS algorithm in [25]. The numerical testing was carried out on a Lenovo PC (3.00GHz, 2.00GB of RAM) with the use of Matlab 7.4. In our report for numerical results, we use the following notations.

- SNN: Use codes for ODE in Matlab to implement (12). We use ode15s for Examples 5.1-5.3, and ode23 for Examples 5.4-5.5.
- \( u_0 \): numerical solution of SNN at the kth iteration.
- \( \hat{x} \): numerical solution obtained by the corresponding algorithms.
- CPU time in second.
- fea-err\( (x) \): value of the infeasibility measure at \( x \), which is evaluated by fea-err\( (x) = \| Ax - b \| + \sum_{i=1}^{m} \max \{ 0, g_i(x) \} \).
- \( \theta(s, \mu) \): a smoothing function of \( \theta(s) = \sqrt{s} \) given in (6).

We choose \( \nu(t) = \mu_0 e^{-\alpha t} \) in Examples 5.1-5.3 and \( \nu(t) = \mu_0 e^{-\alpha t} \) in Examples 5.4-5.5. It is trivial to get all results in Sections IV for \( \nu(t) = \mu_0 e^{-\alpha t} \) by resetting \( t = \alpha t \).

**Example 5.1:** [35] Find the minimizer of a nonsmooth Rosenbrock function with constraints:
\[
\begin{aligned}
\min &= 8 |x_1^2 - x_2| + (x_1 - 1)^2 \\
\text{s.t.} &= x_1 - \sqrt{2} x_2 = 0, \quad x_1^2 + |x_2| - 4 \leq 0.
\end{aligned}
\]  
(18)
\( x^* = (\frac{\sqrt{2} - 1}{2})^T \) is the unique optimal solution of (18) and the objective function is nonsmooth at \( x^* \) with the optimal value \( f(x^*) = \frac{3 - 2\sqrt{2}}{2} \).
It is easy to see \( \hat{x} = (0, 0)^T \in \mathbb{X}_1 \cap \text{int}(\mathbb{X}_2). \) Let the smoothing functions of \( f \) and \( q \) be
\[
\begin{aligned}
\tilde{f}(x, \mu) &= 8 \hat{\theta}(x_1^2 - x_2, \mu) + (1 - x_1)^2, \\
\tilde{q}(x, \mu) &= \hat{\theta}(x_1^2 + \hat{\theta}(x_2, \mu) - 4, \mu),
\end{aligned}
\]
where \( \hat{\theta} \) is defined in Example 2.1. In [35], Gurbuzbalaban and Overton state that it is an interesting topic that whether the solution obtained by their proposed algorithm is the global minimizer, but not the other Clarke stationary points. Besides \( x^* \), (18) has another Clarke stationary point \( (0, 0)^T \). We test the SNN with the 491 different initial points in \([-5, 5] \times [-5, 5] \), where 441 initial points are \((-5 + 0.5 i, -5 + 0.5 j)^T \), \( i, j = 0, 1, \ldots, 20 \) and the other 50 initial points are also in \([-5, 5] \times [-5, 5] \) and uniformly distributed on the vertical centerline of \( x^* \) and \( (0, 0)^T \). Through this numerical testing, we suggest for this example that
\[
\begin{aligned}
\text{if} \quad &\| u_0 - x^* \| \leq \| x_0 \|, \quad \text{then} \quad \lim_{t \to \infty} u(t) = x^*, \\
&\text{otherwise} \quad \lim_{t \to \infty} u(t) = (0, 0)^T.
\end{aligned}
\]
However, we can not obtain this result by a theoretical proof.

![Fig. 5: Convergence of the network in [9] (left); Convergence of the SNN (right)](image-url)

Recently, Liu and Wang [9] proposed a one layer recurrent neural network to solve nonsmooth nonconvex optimization problems, which improves the network in [7]. We test the network in [9] to solve (18), where we choose \( \sigma = 73 \) and \( \epsilon = 10^{-1} \). With initial point \( (\sqrt{2}/4, 1/4)^T \), the left figure of Fig. 5 gives the convergence of the solution of network in [9], while the right figure of Fig. 5 gives the convergence of the solutions of the SNN. From these two figures, we can find that the SNN is more robust than the NN in [9] for solving (18). However, we should state that the network in [9] can also find the minimizer of (18) with some initial points.

**Example 5.2:** We consider a nonsmooth variant of Nes-
\begin{equation}
\min \quad 4|x_2 - 2|x_1| + |1 - x_1| \\
\text{s.t.} \quad 2x_1 - x_2 = 1, \quad x_1^2 + |x_2| - 4 \leq 0.
\end{equation}

\( x^* = (1, 1)^T \) is the unique optimal solution of (19) and \( f(x^*) = 0 \). The objective function and the inequality constrained function are nonsmooth.

From Example 2 of [35], \( x^* \) and \((0, -1)^T\) are two Clarke stationary points of (19) without constraints. By simple calculation, the two points are also Clarke stationary points of (19).

We choose the smoothing function
\[
\tilde{f}(x, \mu) = \bar{\theta}(x_2 - 2\bar{\theta}(x_1, \mu) + 1, \mu) + \bar{\theta}(1 - x_1, \mu)
\]
for \( f \) and \( \bar{q}(x, \mu) \) for \( q(x) \) given in Example 5.1.

We choose \( \hat{x} = (0, -1) \in \mathbb{X}_1 \cap \text{int}(\mathbb{X}_2) \). The left figure of Fig. 6 shows the convergence of \( \|u(t_k) - x^*\| \) with 40 different initial points, which are \((10 \cos(\frac{\pi}{18}), 10 \sin(\frac{\pi}{18}))^T, \quad i = 0, 1, \ldots, 39\). The SNN performs well for solving (19) from any of the 40 initial points, which are on the boundary of the circle with center \((0, 0)^T\) and radius 10. The right figure of Fig. 6 shows the solution of the SNN with \( x_0 = (-10, 0)^T \), which converges to \( x^* \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{\( \|u(t_k) - x^*\| \) with 40 given initial points (left); the solution of SNN with the initial point \( x_0 = (-10, 0)^T \) (right)}
\end{figure}

**Example 5.3:** In this example, we consider
\begin{equation}
\min \quad \kappa(Q(x)) \\
\text{s.t.} \quad 0 \leq x \leq 1, \quad 1^T x = 1,
\end{equation}
where \( 1 = (1, \ldots, 1)^T \in \mathbb{R}^n \), \( Q(x) = \sum_{i=1}^n x_i Q_i \), \( Q_i \) are given matrices in \( S^{++}_m \), the cone of symmetric positive definite \( m \times m \) matrices.

This example comes from an application of minimizing condition number. It is difficult to evaluate the Lipschitz constant of \( \kappa(Q(x)) \) over the feasible region. From the constraints in (20), when \( x \in \mathbb{X}, \quad Q(x) \in S^{++}_m \). Then the condition number of \( Q(x) \) is defined by \( \kappa(Q(x)) = \frac{\lambda_1(Q(x))}{\lambda_m(Q(x))} \), where \( \lambda_1(Q(x)), \ldots, \lambda_m(Q(x)) \) are the non-increasing ordered eigenvalues of \( Q(x) \). In this example, we want to find a matrix in \( \text{co}\{Q_1, \ldots, Q_n\} \) such that it has the smallest condition number, where “co” denotes the convex hull.

For given \( I, u \in \mathbb{R}^m \) with \( I \leq u \), the following Matlab code is used to generate \( Q_1, \ldots, Q_n \in S^{++}_m \).

```matlab
R=randn(m,n);[U,D,V]=svd(R(:,1+m*(I-1):m*I));
for j=1:m
D(j,j)=median([I, u, D(j,j)]);
```

**TABLE I:** Numerical results of the SNN for Example 5.3

<table>
<thead>
<tr>
<th>([l, u])</th>
<th>(\lambda_1(Q(x)))</th>
<th>(\lambda_{20}(Q(x)))</th>
<th>(\kappa(Q(u_0)))</th>
<th>(\kappa(Q(\bar{x})))</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0.5, 64])</td>
<td>31.6774</td>
<td>10.6844</td>
<td>26.5687</td>
<td>2.9648</td>
</tr>
<tr>
<td>([5, 50])</td>
<td>29.5896</td>
<td>11.9007</td>
<td>8.2545</td>
<td>2.4864</td>
</tr>
<tr>
<td>([20, 30])</td>
<td>27.5574</td>
<td>20.556</td>
<td>1.4803</td>
<td>1.3406</td>
</tr>
<tr>
<td>([24, 26])</td>
<td>25.2444</td>
<td>24.1842</td>
<td>1.0820</td>
<td>1.0438</td>
</tr>
</tbody>
</table>

**Fig. 7:** Convergence of \( \lambda_1(Q(u_i)) \), \( \lambda_{20}(Q(u(t))) \) and \( \kappa(Q(u(t)))(\text{left}); \lambda_i(Q(u_0)) \) and \( \lambda_i(Q(\bar{x})) \), \( i = 1, \ldots, 20 \) (right).

**Example 5.4:** In this example, we test our proposed network into the Prostate cancer problem in [36]. The date is consisted of the records of 97 men, which is divided into a training set with 67 observations and a test set with 30 observations. The predictors are eight clinical measures: leavl, lweight, age, lbph, svi, lcp, leason and pgg45. In this example, we want to find fewer main factors with smaller prediction error, where the prediction error is the mean square error of the 30 observations in the test set. Then the considered
Choose \( \hat{x} = \frac{\nu}{\nu_0} e \) and \( \nu(t) = \mu_0 e^{-0.1t} \). We define the smoothing functions \( \psi(x, \mu) = \psi(\theta(x, \mu)) \) of \( \psi \) and \( \theta(x, \mu) \) of \( q \) with the format given in Example 5.1. Let

\[
\begin{align*}
x_0^1 &= (1, \cdots, 1)^T \notin X_1 \cup X_3, \quad x_2^2 &= p \in X, \\
x_0^3 &= (0, \cdots, 0)^T \in X_1 \cap X_2.
\end{align*}
\]

Table III shows numerical results of the SQP-GS [25] and the SNN for solving (22) with initial points \( x_0^1 \) and \( x_0^3 \). From this table, we can see that the SNN performs better than the SQP-GS in the sense that the SNN can obtain almost same values of \( f(\hat{x}) \) and \( \text{feav-err}(\hat{x}) \) with much less CPU time. In [25], the SQP-GS needs the objective function to be differentiable at the initial point. Table IV shows that the SNN is effective with initial point \( x_0^3 \), at which the objective function is not differentiable. Table IV also illustrates that the SNN performs well for solving (22) with high dimensions.

Since there is an affine equality constraint in (22), the proposed network is very sensitive and the computation time is long when the dimension \( n \) is large. To the best of our knowledge, it is an open and interesting problem on how to solve the large dimension nonsmooth nonconvex optimization problem with affine equality constraints effectively and fast.

**VI. CONCLUSIONS**

In this paper, we propose a neural network described by an ordinary differential equation, to solve a class of nonsmooth nonconvex optimization problems, which have wide applications in engineering, sciences and economics. Based on the closed form expression of the project operator on the constraints defined by a class of affine equalities, we choose the neural network with projection. Additionally, the penalty function method is also introduced into our system to handle the convex inequality constraints. To avoid solving the differential inclusion and overcome the difficulty in choosing the exact penalty parameter, we make use of the smoothing techniques to approximate the nonsmooth functions and construct a continuous function to replace the fixed parameter. Only with the initial point belonging to the equality constraints, which can be calculated easily by the project operator, we can prove theoretically that any solution of the

---

**TABLE II:** Variable selection by the SNN, Lasso, Best subset and Iterative Reweighted \( l_1 \) norm methods

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>SNN</th>
<th>LASSO</th>
<th>BS</th>
<th>IRL1</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.5</td>
<td>0.6524</td>
<td>0.6817</td>
<td>0.7641</td>
<td>0.533</td>
</tr>
<tr>
<td>6.875</td>
<td>0.2390</td>
<td>0.2797</td>
<td>0.1267</td>
<td>0.169</td>
</tr>
<tr>
<td>18.95</td>
<td>0.0878</td>
<td>0.0002</td>
<td>0.100</td>
<td>0.000</td>
</tr>
</tbody>
</table>

---

**TABLE III:** The SQP-GS and the SNN for Example 5.5

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(\hat{x}) )</th>
<th>( \text{feav-err}(\hat{x}) )</th>
<th>( n )</th>
<th>( f(\hat{x}) )</th>
<th>( \text{feav-err}(\hat{x}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>136.1</td>
<td>0.2337</td>
<td>16</td>
<td>0.6045</td>
<td>0.2337</td>
</tr>
<tr>
<td>32</td>
<td>624.9</td>
<td>0.2642</td>
<td>32</td>
<td>1.3795</td>
<td>0.2642</td>
</tr>
<tr>
<td>64</td>
<td>665.0</td>
<td>0.2802</td>
<td>64</td>
<td>5.9176</td>
<td>0.2803</td>
</tr>
</tbody>
</table>

---

**TABLE IV:** The SNN for Example 5.5 with \( x_0^1 \) and \( x_0^3 \)

Choose \( \hat{x} = \frac{\nu}{\nu_0} e \) and \( \nu(t) = \mu_0 e^{-0.1t} \). We define the smoothing functions \( \psi(x, \mu) = \psi(\theta(x, \mu)) \) of \( \psi \) and \( \theta(x, \mu) \) of \( q \) with the format given in Example 5.1. Let

\[
\begin{align*}
x_0^1 &= (1, \cdots, 1)^T \notin X_1 \cup X_3, \quad x_2^2 &= p \in X, \\
x_0^3 &= (0, \cdots, 0)^T \in X_1 \cap X_2.
\end{align*}
\]
proposed network converges to the critical point set of the optimization problem. Finally, in order to show the efficiency and superiority of the proposed network, some numerical examples and comparisons are presented, including the Rosenbrock function, the Nesterov’s problem, the minimization of condition number, and a familiar optimization model in image restoration, signal processing and identification. By the numerical experiments, it is as expected that the proposed network in this paper performs better than the neural network method in [9], the two famous iterative algorithms Lasso and IRL1, and the well-known statistical optimization algorithms Best Subset and SQP-GS [25]. There are two possible reasons why the proposed network can provide better numerical results than these existing methods. The first is that the smoothing parameter is updating continuously in the proposed network and the global convergence can also be guaranteed. The second reason is that the continuous penalty parameter \( \sigma(u(t), \nu(t)) \) controls the proposed network and let it solve the constrained optimization effectively. However, we can not prove these two reasons in theory, which inspires us to explore the reasons in further work.

VII. APPENDIX

Proof of Proposition 2.1 It is easy to see that these compositions satisfy (i) and (ii) of Definition 2.1. We only need to consider (iii) and (iv) of Definition 2.1. By the chain rules of the subgradient in [31], (a) holds naturally.

(b) Condition (iii) of Definition 2.1 is derived as the following

\[
\lim_{z \to x, \mu \downarrow 0} \nabla_z (\psi(\tilde{\varphi}(z, \mu)))
\]

\[
= \nabla_s \psi(s)_{s=\varphi(x)} \left( \lim_{z \to x, \mu \downarrow 0} \nabla_z \varphi(z, \mu) \right)
\]

\[
\subseteq \nabla_s \psi(s)_{s=\varphi(x)} \partial \varphi(x) = \partial (\psi \circ \varphi)(x),
\]

where we use \( \{ \lim_{z \to x, \mu \downarrow 0} \nabla_z \varphi(z, \mu) \} \subseteq \partial \varphi(x) \) and [31, Theorem 2.3.9 (ii)].

Condition (iv) of Definition 2.1 follows from

\[
|\nabla_x \psi(\tilde{\varphi}(x, \mu))| \leq |\nabla_x \psi(s)_{s=\tilde{\varphi}(x, \mu)}||\nabla_x \varphi(x, \mu)| \leq \kappa_{\varphi}. \]

Similar to the analysis in (a), we omit the proof of (c).

(d) Denote \( \tilde{\psi} \circ \tilde{\varphi}(x, \mu) = \tilde{\psi}(\tilde{\varphi}(x, \mu), \mu) \). For any fixed \( \mu > 0 \), since \( \tilde{\psi}(\cdot, \mu) \) is convex and non-decreasing, and \( \tilde{\varphi}(\cdot, \mu) \) is convex, we get that \( \tilde{\psi} \circ \tilde{\varphi}(\cdot, \mu) \) is convex. Hence, for any fixed \( \mu > 0 \), \( z, v \in \mathbb{R}^n \) and \( \tau > 0 \), we have

\[
\tilde{\psi} \circ \tilde{\varphi}(z + \tau v, \mu) - \tilde{\psi} \circ \tilde{\varphi}(z, \mu) \geq (\nabla_z (\tilde{\psi} \circ \tilde{\varphi})(z, \mu), v).
\]

Let \( z \to x \) and \( \mu \downarrow 0 \), and then passing \( \tau \) to 0 in the above inequality, we have

\[
\psi(\varphi)^{\prime}(x; v) \geq \left( \lim_{z \to x, \mu \downarrow 0} \nabla_z (\tilde{\psi} \circ \tilde{\varphi})(z, \mu), v \right), \quad \forall v \in \mathbb{R}^n.
\]

By the definition of the subgradient, we obtain

\[
\lim_{z \to x, \mu \downarrow 0} \nabla_z (\tilde{\psi} \circ \tilde{\varphi})(z, \mu) \subseteq \partial \psi(\varphi(x)),
\]

which proves that \( \tilde{\psi} \circ \tilde{\varphi} \) satisfies (iii) of Definition 2.1.

Condition (iv) of Definition 2.1 follows from

\[
|\nabla_x \tilde{\psi}(\tilde{\varphi}(x, \mu), \mu)| \leq \kappa_{\tilde{\varphi}} + l_\psi \kappa_{\varphi}.
\]

In order to give the proof of Theorem 4.1, we need the following preliminary analysis.

For a given \( x \in \mathbb{R}^n \), denote

\[
I^+(x) = \{ i \mid g_i(x) > 0 \}, \quad I^0(x) = \{ i \mid g_i(x) = 0 \}.
\]

We need the following lemmas to obtain our main results.

**Lemma 7.1:** The following inequality holds

\[
\langle x - \tilde{x}, \nabla_x \tilde{g}(x, \mu) \rangle \geq \beta, \quad \forall x \notin \mathcal{X}_2, \mu \in (0, \mu_0].
\]

**Proof:** For any \( x \notin \mathcal{X}_2, I^+(x) \neq \emptyset \), (8) implies

\[
\tilde{g}_i(x, \mu) \geq g_i(x) > 0, \quad \forall i \in I^+(x).
\]

From (iv) of Definition 2.1, we have

\[
\tilde{g}_i(\tilde{x}, \mu) \leq \tilde{g}_i(\tilde{x}) + \kappa_{\tilde{g}_i} \mu \leq -4\beta + \kappa_{\mu}, \quad i = 1, 2, \ldots, m.
\]

From the convexity of \( \tilde{g}_i(\cdot, \mu), \) (24) and (25), for any \( i \in I^+(x) \), we have

\[
\langle x - \tilde{x}, \nabla_x \tilde{g}_i(x, \mu) \rangle \leq \tilde{g}_i(x, \mu) - \tilde{g}_i(\tilde{x}, \mu) \leq 4\beta + \kappa_{\mu}.
\]

For \( \mu \leq \mu_0 \), (5) and (26) imply that for any \( x \notin \mathcal{X}_2, i \in I^+(x) \), we obtain

\[
\langle x - \tilde{x}, \nabla_x \tilde{g}_i(x, \mu) \rangle \geq \frac{1}{2}(4\beta - \kappa_{\mu}).
\]

When \( \mu \leq \mu_0 \), \( \tilde{g}_i(\tilde{x}, \mu) \leq 0, i = 1, 2, \ldots, m \). Since \( \tilde{\phi}(\cdot, \mu) \) is convex and \( \phi(s, \cdot) \) is non-decreasing, for all \( i = 1, 2, \ldots, m \), we obtain

\[
\langle x - \tilde{x}, \nabla_x \tilde{\phi}(\tilde{g}_i(x, \mu)) \rangle \geq \tilde{\phi}(\tilde{g}_i(x, \mu)) - \tilde{\phi}(\tilde{g}_i(\tilde{x}, \mu)) \geq -\mu.
\]

Combining (27) and (28), when \( x \notin \mathcal{X}_2 \) and \( \mu \leq \mu_0 \), we obtain

\[
\langle x - \tilde{x}, \nabla_x \tilde{g}(x, \mu) \rangle \geq \frac{1}{2}(4\beta - \kappa_{\mu}) - (m - 1)\beta \geq \beta.
\]

**Lemma 7.2:** For any \( x_0 \in \mathbb{R}^n \), there is a \( T > 0 \) such that (12) has a solution \( u \in C^1[0, T) \). Moreover, any solution of (12) in \( C^1[0, T) \) satisfies \( u(t) \in \mathcal{X}_1 \) for all \( t \in [0, T) \).

**Proof:** Since the right hand function in the system (12) is continuous, there are a \( T > 0 \) and \( u \in C^1[0, T) \) such that \( u(t) \) satisfies (12) for all \( t \in [0, T) \), see [37]. Differentiating \( \frac{1}{2} ||Au(t) - b||^2 \) along this solution, from \( AP = 0 \), we obtain

\[
\frac{d}{dt} \frac{1}{2} ||Au(t) - b||^2 = \langle AT(Au(t) - b), \dot{u}(t) \rangle = 0,
\]

which derives that \( ||Au(t) - b||^2 = ||Au_0 - b||^2, \forall t \in [0, T). \) Since \( u_0 = P_{X_0} + c \in \mathcal{X}_1 \), we get \( ||Au_0 - b||^2 = 0 \). Hence, \( ||Au(t) - b||^2 = 0 \) and \( u(t) \in \mathcal{X}_1, \forall t \in [0, T) \).

**Lemma 7.3:** The level set \( \{ x \in \mathcal{X}_1 | \tilde{g}(x, \mu_0) \leq \eta \} \) is bounded for any \( \eta > 0 \).

**Proof:** First, we prove that for any \( \eta > 0 \), the level set \( \Gamma = \{ x \in \mathcal{X}_1 | \max_{1 \leq i \leq m} \tilde{g}_i(x, \mu_0) \leq \eta \} \) is bounded. Since
$X$ is bounded and $\Gamma$ is a subset of $X_1$, $\Gamma \cap X_2$ is bounded. In order to prove the boundedness of $\Gamma$, we need to consider the set $\Gamma \cap X_2^c$. Assume on contradiction that there exist $\bar{\eta} > 0$ and a sequence $\{x_k\} \subseteq X_1 \cap X_2^c$ such that

$$\max_{1 \leq i \leq m} \bar{g}_i(x_k, \mu_0) \leq \bar{\eta} \quad \text{and} \quad \lim_{k \to \infty} \|x_k\| = \infty. \quad (29)$$

Denote $\psi_k(\tau) = \max_{1 \leq i \leq m} \bar{g}_i((1 - \tau) \hat{x} + \tau x_k, \mu_0)$, $k = 1, 2, \ldots$. Since $\bar{g}_i(\cdot, \mu_0)$ is convex, $i = 1, 2, \ldots, m$, $\psi_k$ is convex on $[0, +\infty)$, $k = 1, 2, \ldots$. From (30) and $\mu_0 \leq \frac{2\beta}{\kappa}$, for $k = 1, 2, \ldots,$

$$\psi_k(0) = \max_{1 \leq i \leq m} \bar{g}_i(\hat{x}, \mu_0) \leq \max_{1 \leq i \leq m} \bar{g}_i(\hat{x}, \mu_0) + \kappa_\beta \mu_0 \leq -2\beta,$$

$$\psi_k(1) = \max_{1 \leq i \leq m} \bar{g}_i(x_k, \mu_0) \geq \max_{1 \leq i \leq m} \bar{g}_i(x_k, \mu_0) > 0.$$

Then, for each $k = 1, 2, \ldots$, there exists $\tau_k \in (0, 1)$ such that

$$\psi_k(\tau_k) = \max_{1 \leq i \leq m} \bar{g}_i((1 - \tau_k) \hat{x} + \tau_k x_k, \mu_0) = 0. \quad (30)$$

Since $\psi_k$ is convex, $\nabla \psi_k$ is non-decreasing, $k = 1, 2, \ldots$. From the mean value theorem, for each $k = 1, 2, \ldots$, there exists $\bar{\tau}_k \in [0, \tau_k]$ such that

$$\nabla \psi_k(\tau_k) \geq \nabla \psi_k(\bar{\tau}_k) = \frac{\psi_k(\bar{\tau}_k) - \psi_k(0)}{\bar{\tau}_k} \geq \frac{2\beta}{\tau_k}. \quad (31)$$

Using the non-decreasing of $\bar{g}_i(x, \cdot)$ and (30), for all $i = 1, 2, \ldots, m$, we have

$$\bar{g}_i((1 - \tau_k) \hat{x} + \tau_k x_k, \mu_0) \leq \bar{g}_i(\hat{x}, \mu_0) \leq 0,$$

which implies that $(1 - \tau_k) \hat{x} + \tau_k x_k \in X_2, k = 1, 2, \ldots$. Combining this with $(1 - \tau_k) \hat{x} + \tau_k x_k \in X_1, k = 1, 2, \ldots$, we have

$$(1 - \tau_k) \hat{x} + \tau_k x_k \in X, \quad k = 1, 2, \ldots. \quad (32)$$

Since $X$ is bounded, there exists $R > 0$ such that $\|x - \hat{x}\| \leq R, \forall x \in X$. Hence, (32) implies

$$\|((1 - \tau_k) \hat{x} + \tau_k x_k) - \hat{x}\| = \tau_k\|x - \hat{x}\| \leq R, \quad k = 1, 2, \ldots$$

Since $\lim_{k \to \infty} \|x_k\| = \infty$, from the above inequality, we obtain $\lim_{k \to \infty} \bar{\tau}_k = 0$. Owning to (31), $\lim_{k \to \infty} \nabla \psi_k(\tau_k) = \infty.$

From the convex inequality of $\psi_k$, for $k = 1, 2, \ldots$,

$$\psi_k(1) \geq \psi_k(\tau_k) + (1 - \tau_k) \nabla \psi_k(\tau_k) = (1 - \tau_k) \nabla \psi_k(\tau_k),$$

which follows that $\lim_{k \to \infty} \max_{1 \leq i \leq m} \bar{g}_i(x_k, \mu_0) = \lim_{k \to \infty} \psi_k(1) = \infty.$ This is a contradiction to (29). Hence, the level set $\{x \in X_1 \mid \max_{1 \leq i \leq m} \bar{g}_i(x, \mu_0) \leq \eta\}$ is bounded for any $\eta > 0$.

From the definition of $\tilde{q}$ and the non-decreasing of $\tilde{\phi}(s, \cdot)$, we obtain

$$\tilde{q}(x, \mu_0) \geq \max_{i=1}^{m} \max_{1 \leq i \leq m} \bar{g}_i(x, \mu_0) \geq \max_{1 \leq i \leq m} \bar{g}_i(x, \mu_0). \quad (33)$$

Thus, for any $\eta > 0$, $\{x \in X_1 \mid \tilde{q}(x, \mu_0) \leq \eta\} \subseteq \{x \in X_1 \mid \max_{1 \leq i \leq m} \bar{g}_i(x, \mu_0) \leq \eta\}$. Since $\{x \in X_1 \mid \max_{1 \leq i \leq m} \bar{g}_i(x, \mu_0) \leq \eta\}$ is bounded, $\{x \in X_1 \mid \tilde{q}(x, \mu_0) \leq \eta\}$ is bounded.

**Proof of Theorem 4.1** From Lemma 7.2, there is a $T > 0$ such that (12) has a solution $u(t) \in C^1[0, T)$, where $[0, T)$ is the maximal existence interval of $t$. We suppose $T < \infty$.

Differntiating $\tilde{q}(u(t), \nu(t)) + \kappa_\bar{\nu}(t)$ along this solution of (12), we have

$$\frac{d}{dt}(\tilde{q}(u(t), \nu(t)) + \kappa_\bar{\nu}(t)) = (\nabla_u \tilde{q}(t, \bar{u}) + (\nabla_\nu \tilde{q}(t) + \kappa_\bar{\nu}) \nu.$$
\[ [0, \infty), \text{ there is an } L \text{ such that for any } t \in [\tilde{t}, \tilde{t} + 1], \]
\[ \|r(u(t), v(t)) - r(u(t), v(t))\| \leq L\|u(t) - v(t)\|. \]

Differentiating \( \frac{1}{2}\|u(t) - v(t)\|^2 \) along the two solutions of (12), we have
\[
\frac{d}{dt}\frac{1}{2}\|u(t) - v(t)\|^2 \leq L\|u(t) - v(t)\|^2, \quad \forall t \in [\tilde{t}, \tilde{t} + 1].
\]

Applying Gronwall’s inequality into the integration of the above inequality, it gives \( u(t) = v(t), \forall t \in [\tilde{t}, \tilde{t} + 1], \) which leads a contradiction. □

**Proof of Theorem 4.2** Let \( u \in C^1[0, \infty) \) be a solution of (12) with initial point \( x_0 \). When \( u(t) \notin X_2 \), from (35), we have
\[
\frac{d}{dt}\left(\mathcal{H}(q(t) + \kappa_4 \nu(t))\right) \leq -\lambda_1 \beta_1 u(t) - \lambda_1 \beta_1 u_0 e^{-t}, \quad \forall t \geq 0. \tag{36}
\]

Integrating the above inequality from 0 to \( t \), we get
\[
\mathcal{H}(u(t), \nu(t)) - \kappa_4 \nu(t) - \mathcal{H}(u_0, \nu_0) \leq -\lambda_1 \beta_1 u_0 (1 - e^{-t}).
\]

Owing to \( u(t) + \kappa_4 \nu(t) \geq q(u(t)) \geq 0, \forall t \geq 0, \) we obtain
\[
0 \leq \mathcal{H}(u_0, \nu_0) + \kappa_4 \mu_0 - \lambda_1 \beta_1 u_0 (1 - e^{-t}). \tag{37}
\]

From (3) and (9), we have
\[
q(u_0) + 2m(1 + \kappa_4) \mu_0 \geq \mathcal{H}(u_0, \nu_0) + \kappa_4 \mu_0,
\]
then
\[
\lambda = \frac{2q(u_0) + 4m(1 + \kappa_4) \mu_0}{\beta_0 \mu_0} \geq \frac{2\mathcal{H}(u_0, \nu_0) + \kappa_4 \mu_0}{\beta_0 \mu_0}. \tag{38}
\]

(37) and (38) lead to \( t \leq \ln 2 \).

Therefore, \( u(t) \) hits the feasible region \( X_2 \) in finite time.

For \( t > \ln 2 \) and \( u(t) \notin X_2 \), Denote \( \tau = \sup_{0 \leq s \leq t, u(s) \notin X_2} s \). Then, \( u(s) \notin X_2 \) when \( s \in (\tilde{t}, \tilde{t}). \)

Integrating (36) from \( \tilde{t} \) to \( t \), we get
\[
\mathcal{H}(u(t), \nu(t)) - \mathcal{H}(u(\tilde{t}), \nu(\tilde{t})) + \kappa_4 \nu(t) \leq -\lambda_1 \beta_1 u_0 \int_{\tilde{t}}^{t} e^{-s} ds - \lambda_1 \beta_1 u_0 (1 - e^{-t}). \tag{39}
\]

Applying \( \lambda \geq 2\kappa_4 / \beta_0 \) to (39), we get
\[
\mathcal{H}(u(t), \nu(t)) - \mathcal{H}(u(\tilde{t}), \nu(\tilde{t})) \leq 2\kappa_4 \nu(t) + 2\kappa_4 \nu(t) - \mathcal{H}(u(\tilde{t}), \nu(\tilde{t})). \tag{40}
\]

Moreover, combining (40) with \( q(u(t)) \leq 0 \) when \( u(t) \in X_2 \), we have that
\[
q(u(t)) \leq 2\kappa_4 \nu(t), \quad \forall t \geq \ln 2.
\]

Passing to the suplimt of the above inequality, we obtain
\[
0 \leq \limsup_{t \to \infty} q(u(t)) \leq \lim_{t \to \infty} 2\kappa_4 \nu(t) = 0.
\]

Therefore, we deduce that \( \lim_{t \to \infty} q(u(t)) = 0 \), which means \( \{\lim_{t \to \infty} u(t)\} \subseteq X_2 \). Combining this with \( u(t) \in X_1, \forall t \in [0, \infty) \), we have \( \{\lim_{t \to \infty} u(t)\} \subseteq X \). □

To prove the global convergence of (12) to the Clarke stationary point set of (1), we need a lemma on the relationship between the normal cones and the subgradients.

**Lemma 7.4** If \( \lim_{k \to \infty} \mu_k = 0 \) and \( \lim_{k \to \infty} x_k = x^* \in X \), then
\[
\{ \lim_{k \to \infty} P(\nabla_x \tilde{f}(x_k, \mu_k) + \sigma(x_k, \mu_k) \nabla_x \hat{q}(x_k, \mu_k)) \}
\subseteq \partial f(x^*) + N_X(x^*).
\]

**Proof** From (iii) of Definition 2.1, we have
\[
\{ \lim_{k \to \infty} \nabla_x \hat{q}(x_k, \mu_k) \} \subseteq \partial q(x^*).
\]

If \( x^* \in \text{bd}(X_2) \), \( \partial q(x^*) = \sum_{i \in P(x^*)} [0, \tau] \partial g_i(x^*). \) Since \( g_i \) is convex, for any \( \tau > 0 \),
\[
\tau \partial q(x^*) = \sum_{i \in P(x^*)} [0, \tau] \partial g_i(x^*).
\]

Since \( \lim_{k \to \infty} x_k = x^* \), we have \( 0 < \sigma(x_k, \mu_k) < \infty, k = 1, 2, \ldots \). Thus,
\[
\{ \lim_{k \to \infty} P(\nabla_x \tilde{f}(x_k, \mu_k) + \sigma(x_k, \mu_k) \nabla_x \hat{q}(x_k, \mu_k)) \}
\subseteq \partial f(x^*) + \nabla_X(x^*) + \nabla_X(x^*) = \partial f(x^*) + \nabla_X(x^*).
\]

**Proof of Theorem 4.3** From Theorem 4.1, there is a \( \rho > 0 \) such that \( \|u(t)\| \leq \rho \) for all \( t \geq 0 \) which implies that there is \( R > 0 \) such that \( \|u(t) - \tilde{x}\| \leq R \) for all \( t \geq 0 \). Since \( f \) and \( q \) are locally Lipschitz, there exist \( l_f \) and \( l_q \) such that \( \|u\| \leq l_f, \|u\| \leq l_q, \forall \xi \in \partial f(x), \eta \in \partial q(x), \|x\| \leq \rho \). From (iii) of Definition 2.1, we confirm that \( \sup_{t \to \infty} \|\nabla u \tilde{f}(u(t), \nu(t))\| \leq l_f \) and \( \sup_{t \to \infty} \|\nabla \hat{q}(u(t), \nu(t))\| \leq l_q \), which means that there are \( l_f \) and \( l_q \) such that \( \|\nabla u \tilde{f}(u(t), \nu(t))\| \leq l_f \) and \( \|\nabla \hat{q}(u(t), \nu(t))\| \leq l_q, \forall t \geq 0 \).

(i) From (12) and \( P^2 = P \), we have
\[
\|\nabla u \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \nabla \hat{q}(u(t), \nu(t)), \hat{u}(t)\|
\leq \|P(\nabla u \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \nabla \hat{q}(u(t), \nu(t)))\| \leq \|\hat{u}(t)\|
\]
\[
\|\hat{u}(t)\|^2
\]
\[
\|\hat{u}(t)\|^2 + (\nabla u \tilde{f}(s(t)) \partial \sigma(t) \nabla \hat{q}(t))(t)\). \tag{41}
\]

Calculating \( \tau = \frac{d}{dt} \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \frac{d}{dt} \hat{q}(u(t), \nu(t)) \)
along this solution of (12), from (41), we obtain
\[
\frac{d}{dt} \tilde{f}(u(t), \nu(t)) + \sigma(u(t), \nu(t)) \frac{d}{dt} \hat{q}(u(t), \nu(t))
\]
\[
= -\|\hat{u}(t)\|^2 + (\nabla u \tilde{f}(t) \partial \sigma(t) \nabla \hat{q}(t))(t)\). \tag{42}
\]

On the other hand, we have
\[
\frac{d}{dt} \tilde{f}(u(t), \nu(t)) - \sigma(u(t), \nu(t)) \frac{d}{dt} \hat{q}(u(t), \nu(t))
\]
\[
= -\|\hat{u}(t)\|^2 + 2\|t\| \|\nabla \hat{q}(t)\|^2
\]
\[
+ (\nabla u \tilde{f}(t) \partial \sigma(t) \nabla \hat{q}(t))(t). \tag{43}
\]
Adding (42) and (43) gives
\[ 2 \frac{d}{dt} \hat{f}(u(t), \nu(t)) = -\|\dot{u}(t)\|^2 - \|P\nabla_u \hat{f}(t)\|^2 + 2\nabla_u \hat{f}(t)\dot{\nu}(t) + \sigma^2(t)\|P\nabla_u \hat{g}(t)\|^2 \]
\[ + \lambda_2 \nu(t)\|u(t) - \tilde{x}\|^2 + \bar{P}\nabla_u \hat{g}(u(t), \nu(t)) \]
\[ \leq \frac{\|\lambda_2 \nu(t)\|u(t) - \tilde{x}\|^2\|P\nabla_u \hat{g}(u(t), \nu(t))\|}{\beta^2} \]
\[ \leq \|P\nabla_u \hat{f}(u(t), \nu(t))\| + \rho \dot{\nu}(t), \]

where \( \rho = \frac{\lambda R^2 \bar{\lambda}}{\beta^2} \). Substituting (45) into (44) and using \( \|P\| = 1 \), we have
\[ 2 \frac{d}{dt} \hat{f}(u(t), \nu(t)) + \kappa_2 \nu(t) \]
\[ \leq -\|\dot{u}(t)\|^2 + 2\rho \| \dot{\nu}(t) \|^2 + 2\| \dot{\nu}(t) \|^2 (t). \]

Let \( \delta = 2\rho \mu_0 + \frac{\sigma^2(t)}{2} \). Integrating (46) from 0 to \( t \), we have
\[ \int_0^t \| \dot{u}(s) \|^2 \, ds \]
\[ \leq 2\hat{f}(u_0, \mu_0) - 2\hat{f}(u(t), \nu(t)) + 2\kappa_2 \mu_0 - 2\kappa_2 \nu(t) + \delta \]
\[ \leq 2\hat{f}(u_0) - 2 \min_{\|x\| \leq \rho} f(x) + 4\kappa_2 \mu_0 + \delta. \]

(ii) Let
\[ w(t) = 2\hat{f}(u(t), \nu(t)) + 2\kappa_2 \nu(t) + 2\rho \| \dot{\nu}(t) \|^2 + \frac{1}{2} \rho \| \dot{\nu}(t) \|^2. \]

From (46) and \( \nu(t) = \mu_0 e^{-t} \), we have
\[ \frac{d}{dt} w(t) \leq -\|\dot{u}(t)\|^2 \leq 0. \]

In addition, we have \( w(t) \geq 2 \min_{\|x\| \leq \rho} f(x) \). Since \( w(t) \) is bounded from below and non-increasing on \([0, \infty)\), we have
\[ \lim_{t \to \infty} w(t) \quad \text{exists and} \quad \lim_{t \to \infty} \frac{d}{dt} w(t) = 0. \]

From (3) and \( \lim_{t \to \infty} \nu(t) = 0 \), we have
\[ \lim_{t \to \infty} f(u(t), \nu(t)) = \lim_{t \to \infty} \hat{f}(u(t), \nu(t)) \quad \text{exists.} \]

Moreover, (47) and (48) imply that \( \lim_{t \to \infty} \| \dot{u}(t) \| = 0 \).

(iii) If \( x^* \in \{ \lim_{t \to \infty} u(k) \} \), there exists a sequence \( \{t_k\} \) such that \( \lim_{k \to \infty} u(t_k) = x^* \) and \( \lim_{k \to \infty} \nu(t_k) = 0 \) as \( k \to \infty \). From Theorem 4.2, we know that \( x^* \in X \). From Lemma 7.4 and result (ii) of this theorem, we get \( 0 \in \partial f(x^*) + N_X(x^*) \), which implies that there exists \( \xi \in \partial f(x^*) \) such that \( \langle \xi, x - x^* \rangle \geq 0, \forall x \in X \). Thus, \( x^* \) is a Clarke stationary point of (1).

**Proof of Corollary 4.1** Denote \( u : [0, T) \to \mathbb{R}^n \) a solution of (17) with initial point \( x_0 \), where \( [0, T) \) is the maximal existence interval of \( t \). From Theorems 4.1, 4.2 and 4.3, we only need to prove the boundedness of \( u(t) \) on \([0, T)\). Differentiating \( \hat{f}(u(t), \nu(t)) \) along this solution of (17), from
\[ P^2 = P, \text{ we have} \]
\[ 2 \frac{d}{dt} \hat{f}(u(t), \nu(t)) = (\nabla_u \hat{f}(t), -P\nabla_u \hat{f}(t)) + (\nabla_\nu \hat{f}(t), \dot{\nu}(t)) \]
\[ \leq -\|P\nabla_u \hat{f}(t)\|^2 - \kappa_2 \nu(t), \]

which follows that \( \frac{d}{dt} (\hat{f}(u(t), \nu(t)) + \kappa_2 \nu(t)) \leq 0 \). Thus, \( \hat{f}(u(t), \nu(t)) + \kappa_2 \nu(t) \leq \hat{f}(u_0, \nu_0) + \kappa_2 \nu_0, \forall t \in [0, T] \). Similar to the analysis in Theorem 4.1, when \( \hat{f} \) is level-bounded, we get that \( u(t) \) is bounded on \([0, T]\). \( \blacksquare \)

**ACKNOWLEDGEMENT**

The authors would like to thank the Editor in Chief, Associate Editor and the reviewers for their insightful and constructive comments, which help us to enrich the content and improve the presentation of the results in this paper.

**REFERENCES**


