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#### Abstract

In this paper, we study invariants of second order tensors in an $n$-dimensional flat Riemannian space. We define eigenvalues, eigenvectors and characteristic polynomials for second order tensors in such an $n$-dimensional Riemannian space and show that the coefficients of the characteristic polynomials are real polynomial invariants of that tensor. Then we give minimal integrity bases for second order symmetric and antisymmetric tensors, respectively, and study their special cases in the Minkowski space and applications in electrodynamics, etc.
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## 1 Introduction

Classical invariant theory was well developed in the nineteenth century. It was initiated by Gauss [11]. Cayley [2, 3] and Hilbert [8] made fundamental contributions to this development. In the twentieth century, tensor function representation theory was further developed, and found important applications in theoretical and applied mechanics. Complete and irreducible polynomial and function representations of vectors, second order

[^0]tensors and some special fourth order tensors in two- and three-dimensional Euclidean spaces, as well as complete and irreducible tensor function representations involving third order tensors in two-dimensional Euclidean spaces, have been established [15]. At the end of the last century and in the recent years, minimal integrity bases of isotropic invariants of third and fourth order tensors in the three-dimensional Euclidean spaces were further developed [9, 10, 13].

On the other hand, Einstein's relativity theories were developed with the tool of tensors in the Minkowski and Riemannian spaces [1,4,12]. Invariants were also encountered there. For example, the squares of the norms of the electrical and magnetic field 3vectors $\mathbf{e}$ and $\mathbf{b}$ are no longer invariant in the Minkowski space. However, the difference of these two squares is an invariant of the electromagnetic field tensor in the Minkowski space [1,12]. The electromagnetic field tensor is a second order antisymmetric tensor in the Minkowski space, while the energy tensor of the electromagnetic field is a symmetric and traceless tensor in the Minkowski space. May we develop a minimal integrity basis theory for second order tensors in the Minkowski space or a flat Riemannian space? Such a theory will help us to understand more about invariants in the Minkowski and Riemannian spaces and thus provides a tool for the physics theories in these spaces.

This paper is devoted to this purpose. We study minimal integrity bases of second order tensors in an $n$-dimensional flat Riemannian space $V$ for $n \geq 2$.

In the next section, we define invariants, polynomial invariants, integrity bases, minimal integrity bases for tensors in $V$. We show that the number of invariants of each degree in a minimal integrity basis is fixed.

In Section 3, we define powers and traces of second order tensors in $V$. We show that for a second order symmetric or antisymmetric tensor $A$, for each degree $k \geq 1$, there is only one independent invariant trace $\left(A^{k}\right)$. Any other invariant of degree $k$ is proportional to trace $\left(A^{k}\right)$. Furthermore, we show that $\operatorname{trace}\left(A^{k}\right)=0$ if $k$ is odd and $A$ is antisymmetric.

We define eigenvalues, eigenvectors and characteristic polynomials for second order tensors in $V$ in Section 4. We show that the coefficients of the characteristic polynomial of a second order tensor $A$ in $V$ are polynomial invariants of $A$. In this way, we show that if $A$ is symmetric, then $\left\{\operatorname{trace}\left(A^{k}\right): k=1, \cdots, n\right\}$ is a minimal integrity of invariants of $A$, if $A$ is symmetric and traceless, then $\left\{\operatorname{trace}\left(A^{k}\right): k=2, \cdots, n\right\}$ is a minimal integrity of invariants of $A$, and if $A$ is antisymmetric, then $\left\{\operatorname{trace}\left(A^{2 k}\right): 2 \leq 2 k \leq n,\right\}$ is a minimal integrity of invariants of $A$. We also show that the coefficients of their characteristic polynomials also form their minimal integrity bases.

In Section 5, we study the special cases in the Minkowski space and applications in electrodynamics, etc.

## 2 Basic Definitions

Suppose that $V$ is an $n$-dimensional real flat Riemannian space for $n \geq 2$, with a metric tensor $g_{i j}$, where $g_{i j}=g_{j i}$ and $\operatorname{det}\left(g_{i j}\right) \neq 0$. The inverse of $g_{i j}$ is $g^{i j}$ such that

$$
g^{i j} g_{j k}=\delta_{\cdot k}^{i},
$$

where $\delta^{i}{ }_{k}$ is the Kronecker symbol such that

$$
\delta_{\cdot j}^{i}=\delta_{i}^{\cdot j}= \begin{cases}1 & \text { if } i=j, \\ 0 & \text { otherwise } .\end{cases}
$$

Let $A, \cdots, G$ be tensors in $V$. Any scalar function $f(A, \cdots, G)$ is called an invariant of $A, \cdots, G$. If $f$ is resulted by tensor operations of $A, \cdots, G$ and some real scalars, then $f$ is called a polynomial invariant of $A, \cdots, G$. If $f$ is resulted by contractions of $A, \cdots, G$, multiplied with some real scalars, where each of $A, \cdots, G$ can be used several times, then $f$ is called a monomial invariants. The degree of a monomial invariant is the times of $A, \cdots, G$ appearing there. A monomial invariant is called an irreducible monomial invariant if it is not a product of monomial invariants of lower degrees. The sum of monomial invariants with the same degree is a homogeneous polynomial invariant. The sum of irreducible monomial invariants with the same degree is an irreducible homogeneous polynomial invariant. A homogeneous polynomial invariant with degree 1 is called a linear invariant. Then, a polynomial invariant is always the sum of some homogeneous polynomial invariants with different degrees.

A set of polynomial invariants $\left\{f_{1}, \cdots, f_{r}\right\}$ of tensors $A, \cdots, G$ is called an integrity basis of $A, \cdots, G$, if any polynomial invariant $f$ is a polynomial of $f_{1}, \cdots, f_{r}$. It is further called a minimal integrity basis of $A, \cdots, G$, if none of $f_{1}, \cdots, f_{r}$ can be expressed as a polynomial of the other $r-1$ invariants. According to Hilbert [15], $A, \cdots, G$ always have a finite integrity basis. Also, we may only consider integrity bases consisting of homogeneous polynomial invariants. Thus, we may talk about degrees of invariants in a minimal integrity basis.

Theorem 2.1 Suppose that $A, \cdots, G$ are tensors in $V$. Then for any positive integer $m$, the number of invariants of degree $m$ in any minimal integrity basis of $A, \cdots, G$ is fixed.

Proof. Given a minimal integrity basis $L$ of $A, \cdots, G$, we may always replace each homogeneous polynomial invariant in $L$ by an irreducible homogeneous polynomial invariant with the same degree. Thus, we may assume that $L$ consists of only irreducible homogeneous polynomial invariants. Let $M$ be the set of all irreducible homogeneous polynomial invariants of $A, \cdots, G$, with degree $m$. Then $M$ is a linear space. By linear
algebra, any base of $M$ has the same cardinality, which is the dimension of $M$. On the other hand, the irreducible homogeneous polynomial invariants of $A, \cdots, G$, in $L$ with degree $m$, forms a base of $M$. This proves the theorem.

## 3 Traces of Powers of Second Order Tensors in $V$

There are four kinds of forms of second order tensors in $V$ : a second order contravariant tensor $A^{i j}$, a second order covariant tensor $A_{i j}$, a second order mixed tensor $A_{i}^{j}$, where the covariant index comes first, and a second order mixed tensor $A_{\cdot j}^{i}$, where the contravariant index comes first. Their transposes are defined as:

$$
\left(A^{i j}\right)^{\top}=A^{j i},\left(A_{i j}\right)^{\top}=A_{j i},\left(A_{i}^{\cdot j}\right)^{\top}=A_{\cdot i}^{j},\left(A_{\cdot j}^{i}\right)^{\top}=A_{j}^{\cdot i} .
$$

If

$$
A^{i j}=\left(A^{i j}\right)^{\top}=A^{j i}
$$

then $A^{i j}$ is called a second order symmetric contravariant tensor. If

$$
A^{i j}=-\left(A^{i j}\right)^{\top}=-A^{j i}
$$

then $A^{i j}$ is called a second order antisymmetric contravariant tensor. Similarly, if

$$
A_{i j}=\left(A_{i j}\right)^{\top}=A_{j i}
$$

then $A_{i j}$ is called a second order symmetric covariant tensor. If

$$
A_{i j}=-\left(A_{i j}\right)^{\top}=-A_{j i}
$$

then $A_{i j}$ is called a second order antisymmetric covariant tensor. There is no second order mixed symmetric or antisymmetric tensor by the definition of the transpose of a second order mixed tensor above.

Note that we may convert these different kinds of second order tensor forms from one to another, such as

$$
A_{i}^{\cdot j}=A_{i k} g^{k j}
$$

Also we see that the contravariant form of a second order tensor is symmetric or antisymmetric if and only if its covariant form is symmetric or antisymmetric respectively. Thus, we may say that a second order tensor is symmetric or antisymmetric if its contravariant form / covariant form is symmetric or antisymmetric respectively.

The products between vectors and second order tensors follow tensor algebra. The product of two second order mixed tensors also follow tensor algebra. In this way, we may define the squares of second order tensors

$$
\left(A_{i}^{\cdot j}\right)^{2}=A_{i}^{k} A_{k}^{\cdot j},\left(A_{\cdot j}^{i}\right)^{2}=A_{\cdot k}^{i} A_{\cdot j}^{k},\left(A^{i j}\right)^{2}=A^{i k} g_{k l} A^{l j},\left(A_{i j}\right)^{2}=A_{i k} g^{k l} A_{l j}
$$

We may define higher powers of second order tensors similarly.
The trace of a second order tensor $A^{i j}$ or $A_{i j}$ or $A_{i}^{\cdot j}$ or $A_{\cdot j}^{i}$ is defined as

$$
A_{i}^{i}=A_{\cdot i}^{i}=A^{i j} g_{i j}=A_{i j} g^{i j} .
$$

Hence, we may simply denote it as trace $(A)$. It is a linear invariant of a second order tensor $A$. A second order tensor is called a traceless tensor if its trace is equal to zero. A second order antisymmetric tensor is always traceless as for such a tensor $A$ we have

$$
\operatorname{trace}(A)=A^{i j} g_{i j}=-A^{j i} g_{j i}=-\operatorname{trace}(A)
$$

Since

$$
A^{j i} g_{i j}=A^{i j} g_{j i}=A^{i j} g_{i j},
$$

any linear invariant of a second order tensor $A$ is proportional to its trace. Then $\operatorname{trace}\left(A^{m}\right)$ is a monomial invariant of $A$ with degree $m$. In general, for $m \geq 2$, there are more than one linearly independent monomial invariants. For example, in general,

$$
A^{i j} g_{j k} A^{l k} g_{l i} \neq \operatorname{trace}\left(A^{2}\right)=A^{i j} g_{j k} A^{k l} g_{l i} .
$$

However, we have the following theorem.

Theorem 3.1 Suppose that $A$ is a second order symmetric tensor or a second order antisymmetric tensor in $V$. Then any irreducible homogeneous polynomial invariant of $A$ with degree $m$, where $m$ is positive integer, is proportional to $\operatorname{trace}\left(A^{m}\right)$. If $A$ is antisymmetric and $m$ is odd, then $\operatorname{trace}\left(A^{m}\right)=0$.

Proof. Consider the case that $m=2$. Let $f$ be an irreducible monomial invariant of $A$, with degree 2. Then $f$ is proportional to one of the following three forms:

$$
\begin{gathered}
\operatorname{trace}\left(A^{2}\right)=A^{i j} g_{j k} A^{k l} g_{l i}, \\
A^{i j} g_{j k} A^{l k} g_{l i}
\end{gathered}
$$

and

$$
A^{j i} g_{j k} A^{l k} g_{l i} .
$$

If $A$ is symmetric, then

$$
A^{i j} g_{j k} A^{l k} g_{l i}=A^{j i} g_{j k} A^{l k} g_{l i}=A^{i j} g_{j k} A^{k l} g_{l i}=\operatorname{trace}\left(A^{2}\right)
$$

If $A$ is antisymmetric, then

$$
A^{i j} g_{j k} A^{l k} g_{l i}=-A^{i j} g_{j k} A^{k l} g_{l i}=-\operatorname{trace}\left(A^{2}\right)
$$

and

$$
A^{j i} g_{j k} A^{l k} g_{l i}=A^{i j} g_{j k} A^{k l} g_{l i}=\operatorname{trace}\left(A^{2}\right) .
$$

Thus, any irreducible monomial invariant of $A$ with degree 2 is proportional to trace $\left(A^{2}\right)$. Since an irreducible homogeneous polynomial invariant is a sum of irreducible monomial invariants, it is also proportional to trace $\left(A^{2}\right)$. We may see that the above proof can be extended to $m>2$.

Now let $m$ be odd and $A$ be antisymmetric. Then

$$
\operatorname{trace}\left(A^{m}\right)=\operatorname{trace}\left(A^{\top}\right)^{m}=-\operatorname{trace}\left(A^{m}\right)
$$

Thus,

$$
\operatorname{trace}\left(A^{m}\right)=0
$$

The proof is complete.

## 4 Eigenvalues and Eigenvectors of Second Order Tensors

We now extend $V$ to an $n$-dimensional complex flat Riemannian space $V_{C}$ such that we may study eigenvalues and eigenvectors of second order tensors in $V$.

Definition 4.1 Consider a second order real mixed tensor $A_{\cdot j}^{i}$. If there exist a $\lambda \in \mathbb{C}$ and a nonzero contravariant vector $x^{j} \in V_{C}$ such that

$$
\begin{equation*}
A_{\cdot j}^{i} x^{j}=\lambda x^{i}, \tag{4.1}
\end{equation*}
$$

then $\lambda$ is called an eigenvalue of $A_{\cdot j}^{i}$ and $x^{j}$ is called an eigenvector associated with the eigenvalue $\lambda .\left(\lambda, x^{j}\right)$ is called an eigenpair of $A_{\cdot j}^{i}$.

Remark 4.1 (4.1) can be replaced by its contravariant form:

$$
\begin{equation*}
A^{i j} x_{j}=\lambda g^{i k} x_{k} \tag{4.2}
\end{equation*}
$$

In fact, if (4.1) holds, then

$$
A^{i j} x_{j}=A^{i j} g_{j k} x^{k}=A_{\cdot j}^{i} x^{j}=\lambda x^{i}=\lambda g^{i j} x_{j}
$$

i.e., (4.2) holds; and if (4.2) holds, then

$$
A_{\cdot j}^{i} x^{j}=A^{i k} g_{k j} x^{j}=A^{i k} x_{k}=\lambda g^{i k} x_{k}=\lambda x^{i},
$$

i.e., (4.1) holds.

Equation (4.1) can also be replaced by its mixed form:

$$
A_{i}^{\cdot j} x_{j}=\lambda x_{i}
$$

or its covariant form:

$$
A_{i j} x^{j}=\lambda g_{i k} x^{k} .
$$

The eigenvalue equation (4.1) is a tensor equation. Hence eigenvalue $\lambda$ is an invariant of the second order tensor $A$. However, the eigenvalue $\lambda$ is not a polynomial invariant of $A$, and may not be real.

From (4.1) it follows that

$$
\begin{equation*}
\left(\lambda \delta_{\cdot j}^{i}-A_{\cdot j}^{i}\right) x^{j}=0 \tag{4.3}
\end{equation*}
$$

Since $x^{j} \neq 0$, it follows from (4.3) that

$$
\phi(\lambda):=\operatorname{det}\left(\lambda \delta_{\cdot j}^{i}-A_{\cdot j}^{i}\right)=0
$$

The one dimensional polynomial $\phi(\lambda)$ is called the characteristic polynomial of the second order tensor $A$. We may write that

$$
\phi(\lambda)=\lambda^{n}+\sum_{k=1}^{n}(-1)^{k} a_{k}(A) \lambda^{n-k}
$$

According to the relationship between the coefficients and roots of a polynomial, $a_{k}(A), k=$ $1, \cdots, n$, are real polynomial invariants of $A$. In particular,

$$
a_{1}(A)=\operatorname{trace}(A),
$$

and we may define $a_{n}(A)$ as the determinant of $A$, i.e.,

$$
a_{n}(A)=\operatorname{det}(A)
$$

We see that the Cayley-Hamilton theorem still holds for $A$, i.e.,

$$
\phi\left(A_{\cdot j}^{i}\right) \equiv\left(A_{\cdot j}^{i}\right)^{n}+\sum_{k=1}^{n}(-1)^{k} a_{k}(A)\left(A_{\cdot j}^{i}\right)^{n-k}=0_{\cdot j}^{i},
$$

where

$$
\left(A_{\cdot j}^{i}\right)^{0}=\delta_{\cdot j}^{i} .
$$

We now have the following theorem.

Theorem 4.1 If $A$ is a second order symmetric tensor in $V$, then $\left\{\operatorname{trace}\left(A^{k}\right): k=\right.$ $1, \cdots, n\}$ is a minimal integrity basis of $A$, and $\left\{a_{k}(A): k=1, \cdots, n\right\}$ is another minimal integrity basis of $A$. If $A$ is a second order symmetric and traceless tensor in $V$, then $\left\{\operatorname{trace}\left(A^{k}\right): k=2, \cdots, n\right\}$ is a minimal integrity basis of $A$, and $\left\{a_{k}(A): k=2, \cdots, n\right\}$ is another minimal integrity basis of $A$. If $A$ is a second order antisymmetric tensor in $V$, then

$$
a_{k}(A)=0,
$$

when $k$ is odd, $\left\{\operatorname{trace}\left(A^{2 k}\right): 2 \leq 2 k \leq n\right\}$ is a minimal integrity basis of $A$, and $\left\{a_{k}(A): 2 \leq 2 k \leq n\right\}$ is another minimal integrity basis of $A$.

Proof. Suppose that $A$ is a second order symmetric tensor in $V$. Let $L_{0}=\left\{\operatorname{trace}\left(A^{k}\right)\right.$ : $k=1, \cdots, n\}$. Suppose that $f$ is an irreducible homogeneous polynomial invariant of degree $m$. Then by Theorem 3.1, $f$ is proportional to trace $\left(A^{m}\right)$. By the CayleyHamilton theorem, $A^{m}$ is a polynomial of $A, A^{2}, \cdots, A^{n}$. Thus, $f$ is a polynomial of the invariants of $L_{0}$. This shows that $L_{0}$ is an integrity basis of $A$. As trace $\left(A^{k}\right)$ for $k=1, \cdots, n$, are irreducible monomial invariants, we see that $L_{0}$ is a minimal integrity basis. It is known that trace $\left(A^{k}\right)$ is a polynomial of $a_{1}(A), \cdots, a_{k}(A)$ for $k=1, \cdots, n$ [14], $\left\{a_{k}(A): k=1, \cdots, n\right\}$ is also an integrity basis of $A$. By Theorem 2.1, it is also a minimal integrity basis of $A$.

The conclusions for a second order symmetric and traceless tensor follow directly.
We also know that $a_{k}(A)$ is a polynomial of $\operatorname{trace}(A), \cdots, \operatorname{trace}\left(A^{k}\right)$ [14]. If $k$ is odd and $A$ is antisymmetric, by Theorem [3.1, we have $a_{k}(A)=0$. The other conclusions can be proved similarly as above.

## 5 The Minkowski Space

Let $V$ be the Minkowski space. Then $n=4$. Instead of using $i=1,2,3,4$, people use $\alpha=0,1,2,3$ in the Minkwski space, where $\alpha=0$ corresponds the time component ct with $c$ as the speed of light, and $\alpha=1,2,3$ corresponds the space components. The metric tensor in the Minkowski space $V$ has the form

$$
G=g^{\alpha \beta}=g_{\alpha \beta}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)=\left(\begin{array}{cc}
1 & \mathbf{0}^{\top} \\
\mathbf{0} & -\mathbf{I}
\end{array}\right)
$$

where 0 is the zero 3 -vector, and I is the identity 3 -tensor.

The contravariant form of a second order antisymmetric tensor in $V$ has the form

$$
A^{\alpha \beta}=\left(\begin{array}{cccc}
0 & -e_{1} & -e_{2} & -e_{3} \\
e_{1} & 0 & -b_{3} & b_{2} \\
e_{2} & b_{3} & 0 & -b_{1} \\
e_{3} & -b_{2} & b_{1} & 0
\end{array}\right)
$$

The most well-known example of such a second order antisymmetric tensor is the electromagnetic tensor in electrodynamics [1,5, 12]. Then

$$
\mathbf{e}=\left(\begin{array}{l}
e_{1} \\
e_{2} \\
e_{3}
\end{array}\right)
$$

is the electric field 3 -vector and

$$
\mathbf{b}=\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)
$$

is the magnetic field 3 -vector. The characteristic polynomial of $A^{\alpha \beta}$ is

$$
\phi(\lambda)=\lambda^{4}+a_{2}(A) \lambda^{2}+a_{4}(A)
$$

where $a_{2}(A)=-\frac{1}{2} \operatorname{trace}\left(A^{2}\right)$ and $a_{4}(A)=\operatorname{det}(A)$. We have

$$
\begin{gathered}
\left(A^{\alpha \beta}\right)^{2}=A^{\alpha \gamma} g_{\gamma \sigma} A^{\sigma \beta}=\left(\begin{array}{cccc}
e_{1}^{2}+e_{2}^{2}+e_{3}^{2} & e_{2} b_{3}-e_{3} b_{2} & -e_{1} b_{3}+e_{3} b_{1} & e_{1} b_{2}-e_{2} b_{1} \\
e_{2} b_{3}-e_{3} b_{2} & -e_{1}^{2}+b_{3}^{2}+b_{2}^{2} & -e_{1} e_{2}-b_{1} b_{2} & -e_{1} e_{3}-b_{1} b_{3} \\
-e_{1} b_{3}+e_{3} b_{1} & -e_{1} e_{2}-b_{1} b_{2} & -e_{2}^{2}+b_{3}^{2}+b_{1}^{2} & -e_{2} e_{3}-b_{2} b_{3} \\
e_{1} b_{2}-e_{2} b_{1} & -e_{1} e_{3}-b_{1} b_{3} & -e_{2} e_{3}-b_{2} b_{3} & -e_{3}^{2}+b_{1}^{2}+b_{2}^{2}
\end{array}\right), \\
a_{2}(A)=-\frac{1}{2} \operatorname{trace}\left(A^{2}\right)=-\frac{1}{2} A^{\alpha \gamma} g_{\gamma \sigma} A^{\sigma \beta} g_{\beta \alpha}=\mathbf{b} \cdot \mathbf{b}-\mathbf{e} \cdot \mathbf{e}
\end{gathered}
$$

and

$$
a_{4}(A)=\operatorname{det}(A)=(\mathbf{e} \cdot \mathbf{b})^{2}
$$

By Theorem 4.1, $\left\{\mathbf{e} \cdot \mathbf{e}-\mathbf{b} \cdot \mathbf{b},(\mathbf{e} \cdot \mathbf{b})^{2}\right\}$ is a minimal integrity basis of $A^{\alpha \beta}$. This shows that $\mathbf{e} \cdot \mathbf{e}$ and $\mathbf{b} \cdot \mathbf{b}$ are not invariants in $V$, but $\mathbf{e} \cdot \mathbf{e}-\mathbf{b} \cdot \mathbf{b}$ is an invariant in $V$, and it forms a minimal integrity basis of the electromagnetic tensor $A^{\alpha \beta}$, with another invariant $(\mathbf{e} \cdot \mathbf{b})^{2}$. In [1,5], $\mathbf{e} \cdot \mathbf{b}$ is called a pseudoscalar invariant. It is invariant under the Lorentz transformations whose determinants are equal to 1 . In a certain sense, a pseudoscalar invariant is corresponding to a hemitropic invariant in [15].

Another example of a second order antisymmetric tensor in the Minkowski space is the acceleration tensor in covariant theory of gravitation [6]. Then $\mathbf{e}$ and $\mathbf{b}$ here are the acceleration field strength 3 -vector and the solenoidal acceleration 3-vector.

The contravariant form of a second order symmetric tensor in $V$ has the form

$$
A^{\alpha \beta}=\left(\begin{array}{cc}
d & \mathrm{p}^{\top} \\
\mathrm{p} & -\mathrm{T}
\end{array}\right)
$$

where $d$ is the $(0,0)$ component of $A, \mathrm{p}$ is a 3 -vector, and $\mathbf{T}$ is a symmetric 3 -tensor.
The most well-known example of a second order symmetric and traceless tensor $A$ is the electromagnetic stress-energy tensor in electrodynamics [1,12]. In this case, $d$ is the energy density and $\mathbf{p}$ is the Poynting vector, and T is the Maxwell stress tensor. In this case, we have $a_{1}(A)=\operatorname{trace}(A)=0$. The characteristic polynomial of $A^{\alpha \beta}$ is

$$
\phi(\lambda)=\lambda^{4}+a_{2}(A) \lambda^{2}-a_{3}(A) \lambda^{3}+a_{4}(A)
$$

where

$$
\begin{gathered}
a_{2}(A)=-\frac{1}{2} \operatorname{trace}\left(A^{2}\right)=-\frac{1}{2}\left[d^{2}-2 \mathrm{p}^{\top} \mathrm{p}+\operatorname{trace}\left(\mathrm{T}^{2}\right)\right] \\
a_{3}(A)=\frac{1}{3} \operatorname{trace}\left(A^{3}\right)=\frac{1}{3}\left[d^{3}-3 d \mathrm{p}^{\top} \mathrm{p}-3 \mathrm{p}^{\top} \mathrm{Tp}+\operatorname{trace}\left(\mathrm{T}^{3}\right)\right]
\end{gathered}
$$

and

$$
\begin{aligned}
a_{4}(A)= & \operatorname{det}(A) \\
= & \frac{1}{8}\left[\operatorname{trace}\left(A^{2}\right)\right]^{2}-\frac{1}{4} \operatorname{trace}\left(A^{4}\right) \\
= & -d^{4}+12 \mathrm{p}^{\top} \mathrm{p}-4 d^{2} \mathrm{p}^{\top} \mathrm{p}-2\left(\mathrm{p}^{\top} \mathrm{p}\right)^{2}+\left(\operatorname{trace}\left(\mathrm{T}^{2}\right)\right)^{2} \\
& +2 d^{2} \operatorname{trace}\left(\mathrm{~T}^{2}\right)-4 \mathrm{p}^{\top} \mathrm{p} \cdot \operatorname{trace}\left(\mathrm{~T}^{2}\right)+8 d \mathrm{p}^{\top} \mathrm{T} \mathrm{p}+4 \mathrm{p}^{\top} \mathrm{T}^{2} \mathrm{p}-\operatorname{trace}\left(\mathrm{T}^{4}\right)
\end{aligned}
$$

We also have

$$
d=\operatorname{trace}(A)+\operatorname{trace}(\mathrm{T})=\operatorname{trace}(\mathrm{T})
$$

which is always nonnegative.
An example of a second order symmetric tensor is the stress-energy tensor in gravitation theory [7]. In this case, we have

$$
\begin{gathered}
a_{1}(A)=\operatorname{trace}(A)=d-\operatorname{trace}(\mathrm{T}) \\
a_{2}(A)=\frac{1}{2}\left[(\operatorname{trace}(A))^{2}-\operatorname{trace}\left(A^{2}\right)\right] \\
=\frac{1}{2}\left[2 \mathrm{p}^{\top} \mathrm{p}-2 d \cdot \operatorname{trace}(\mathrm{~T})+(\operatorname{trace}(\mathrm{T}))^{2}-\operatorname{trace}\left(\mathrm{T}^{2}\right)\right] \\
a_{3}(A)=\frac{1}{6}\left[\left(\operatorname{trace}(A)^{3}-3 \operatorname{trace}(A) \operatorname{trace}\left(A^{2}\right)+2 \operatorname{trace}\left(A^{3}\right)\right]\right. \\
=\frac{1}{6}\left[-3 d(\operatorname{trace}(\mathrm{~T}))^{2}-(\operatorname{trace}(\mathrm{T}))^{3}-3 d \operatorname{trace}\left(\mathrm{~T}^{2}\right)+6 \mathrm{p}^{\top} \mathrm{p} \cdot \operatorname{trace}(\mathrm{~T})\right. \\
\left.-3 \operatorname{trace}(\mathrm{~T}) \operatorname{trace}\left(\mathrm{T}^{2}\right)-6 \mathrm{p}^{\top} \mathrm{Tp}+2 \operatorname{trace}\left(\mathrm{~T}^{3}\right)\right]
\end{gathered}
$$

and

$$
\begin{aligned}
a_{4}(A)= & \operatorname{det}(A) \\
= & \frac{1}{24}(\operatorname{trace}(A))^{4}+\frac{3}{8} \operatorname{trace}(A) \operatorname{trace}\left(A^{3}\right)-\frac{1}{4}[\operatorname{trace}(A)]^{2} \operatorname{trace}\left(A^{2}\right) \\
& +\frac{1}{8}\left[\operatorname{trace}\left(A^{2}\right)\right]^{2}-\frac{1}{4} \operatorname{trace}\left(A^{4}\right) \\
= & \frac{1}{24}\left[4 d(\operatorname{trace}(\mathrm{~T}))^{3}+(\operatorname{trace}(\mathrm{T}))^{4}-12 d \cdot \operatorname{trace}(\mathrm{~T}) \operatorname{trace}\left(\mathrm{T}^{2}\right)\right. \\
& +12 \mathrm{p}^{\top} \mathrm{p}(\operatorname{trace}(\mathrm{~T}))^{2}-6(\operatorname{trace}(\mathrm{~T}))^{2} \operatorname{trace}\left(\mathrm{~T}^{2}\right)+8 d \cdot \operatorname{trace}\left(\mathrm{~T}^{3}\right) \\
& -24 \mathrm{p}^{\top} \mathrm{T} \mathrm{p} \cdot \operatorname{trace}(\mathrm{~T})+8 \operatorname{trace}(\mathrm{~T}) \operatorname{trace}\left(\mathrm{T}^{3}\right)+3\left(\operatorname{trace}\left(\mathrm{~T}^{2}\right)\right)^{2}-12 d^{2} \mathrm{p}^{\top} \mathrm{p} \\
& \left.+24 \mathrm{p}^{\top} \mathrm{p}-12 \mathrm{p}^{\top} \mathrm{p} \cdot \operatorname{trace}\left(\mathrm{~T}^{2}\right)-12\left(\mathrm{p}^{\top} \mathrm{p}\right)^{2}+24 \mathrm{p}^{\top} \mathrm{T}^{2} \mathrm{p}-6 \operatorname{trace}\left(\mathrm{~T}^{4}\right)\right] .
\end{aligned}
$$

We do not go to more details.
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